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Prologue

Silicon Valley, as well as the broader Bay Area, offers a landscape of contradictions. It’s a place where the uber-wealthy, dressed like university freshmen in jeans and hoodies, saunter past homeless encampments on their way to their enclosed campus offices. It’s a place where twenty something engineers shell out upward of three thousand dollars a month to rent tiny, dilapidated rooms in San Francisco’s most desirable neighborhoods, only to be bused out of the city each day to go to work an hour away.

It is a place where, according to its critics, “disruption is an inevitable force and not one based on [individual] choices,”1 where techies “bemoan that people don’t understand technology, while making it obvious that they wouldn’t pass a 7th grade civics class,”2 and where people see technical progress as something distinct from, or not in need of, ethical considerations and consequence.

It is a place where traditional or unspoken rules and structures go unacknowledged, where individual freedom is prized over collective action, where the idea of “changing the world” is centered in a narrow frame of what makes up a society, and where an ethos of moving fast and breaking things—removing deliberation and nuance from the iterative process—reigns supreme. And it is a place where the conceptualization of “freedom” is a libertarian one, and as such, executives see no conflict between aiming to “disrupt” governmental functions abroad or support an opposition movement while unabashedly collaborating with illiberal governments.

I am certainly not the first person to have these thoughts, nor will I be the last. In 1995—in the midst of the first dot-com boom but well before the creation of social media, and more than a decade before this book’s narrative begins—English media theorists Richard Barbrook and Andy Cameron published an essay entitled “The Californian Ideology.” The pair observed that a “new faith” had emerged from “a bizarre fusion of the cultural bohemianism of San Francisco with the hi-tech industries of Silicon Valley.” It “promiscuously combines the free-wheeling spirit of the hippies and the entrepreneurial zeal of the yuppies,” and was achieved “through a profound faith in the emancipatory potential of the new information technologies.”3

However, they warned, “by championing this seemingly admirable ideal, these techno-boosters are at the same time reproducing some of the most atavistic features of American society, especially those derived from the bitter legacy of slavery. Their utopian vision of California depends upon a wilful blindness towards the other—much less positive—features of life on the West Coast: racism, poverty and environmental degradation.”4

Unlike Barbrook and Cameron, many outsiders have depicted Silicon Valley as a center of innovation and success, but the view from inside the Bay Area easily leads one to a different conclusion.

In 2011, in the midst of a period of uprising and upheaval both in the Middle East and the United States, I was hired to work at the Electronic Frontier Foundation—one of the oldest and most respected digital rights organizations in the world. In April of that year, my father (may he rest in power) and I rented a U-Haul and embarked on a cross-country road trip, arriving in San Francisco on May 1, International Workers’ Day, an auspicious day to start a new job that comes with great purpose.

Upon arriving at my tiny apartment in the city’s central Mission district, I was immediately struck by the contradictions. This was a city renowned for being the heart of innovation and success and yet, on my first Saturday morning there, as I strolled down Twenty-First Street to buy a coffee at the legendary coffeehouse Philz, I watched as a man squatted and defecated right on the sidewalk. Later, I would learn about the city’s failure to provide meaningful help to its seemingly ever-growing homeless population, and watch Silicon Valley companies try to step in where the government had failed by creating public composting “pooplets” for San Francisco.5 Unsurprisingly, they never materialized.

I moved to Berlin just three years later, a decision based largely on the fact that, by then, my job was taking me to Europe and the Middle East on too regular a basis for me to stomach the constant twelve-hour flights. On trips back to the Bay, I have dodged piles of used needles, watched helplessly as historic bars and hangouts (like the Mission’s last lesbian bar, the Lex) closed down, and witnessed as an ever-increasing amount of anti-tech sentiment was spray-painted and chalked on sidewalks and streets.

But this book is not about how San Francisco has changed, nor is it about the broader problems with Silicon Valley per se. Those stories have been written, and will continue to be written as time marches on, by people with far more connection to—and stake in—the Bay Area and its future. So allow me to take a step back.

As the world burns

As I write this on a calm morning in late May, safely isolated in my Berlin apartment, I’m watching rapt as the Bay Area—as well as Minneapolis, Brooklyn, and much of the United States—goes up in flames. I regularly read the Washington Post and still subscribe to the print edition of the New Yorker, but most of my news comes from people, people I may or may not have ever met in real life but who have been part of my network for more than a decade. This news, sometimes in the form of links to published articles, and sometimes direct from the streets, is shared on Twitter, Facebook, Instagram, Reddit. At thirty-eight years old—and like much of the world’s internet users today—I am entirely reliant on media that is shared on corporate platforms.

How did this happen? That, dear reader, is precisely the question I hope to answer with this volume. But first, I would like to acknowledge a few things, namely what this book is, what it isn’t, and why I’m writing it.

This book seeks to encapsulate the history of how Silicon Valley’s major communications platforms created a system apart—specifically, a system that governs how we can express ourselves online. As the title of this book alludes, this system of governance is encapsulated within a broader system, that of surveillance capitalism, a term popularized by scholar Shoshanna Zuboff with her book The Age of Surveillance Capitalism—essential reading for those seeking greater understanding of how we got here. This volume is not, however, about surveillance capitalism per se; rather, I see it as the system that has enabled a milieu in which companies, not governments, get to decide how we may express ourselves.

The stories in this volume are at times personal, at times observed from afar, but come together to tell a story of how, over the past decade, Silicon Valley’s mega-corporations have come to align with governmental power while people in countries around the world, though increasingly divided politically, have come to distrust both corporations and government.

My experiences over the past decade have largely taken place outside of the United States, and so too do most of the stories contained within. Readers wishing to gain a deeper understanding of the impact social media has had on democracy in the United States are encouraged to read the work of scholars including Siva Vaidyanathan, Joan Donovan, Nathaniel Persily, and Ethan Zuckerman, among others.

Although the battles over copyright that have been fought over the past decades most certainly have played a role in the development of platform governance, copyright law is a complex and divisive topic, and one that is simply outside of my expertise. Nevertheless, understanding the basic history of intellectual property regulation and moderation online is important for any understanding of content moderation, and a pursuit I would encourage of any scholar on the subject.

A few other things this book is not: a deep dive into the inner workings of content moderation (for that, see Tarleton Gillespie’s Custodians of the Internet); a legal history of how online speech is governed and regulated (see Kate Klonick’s Harvard Law Review article “The New Governors,” or Nic Suzor’s book, Lawless); a manifesto about how social media should be governed (see Rebecca MacKinnon’s 2012 tome Consent of the Networked); a book about how social media undermines democracy (see Siva Vaidyanathan’s Antisocial Media); or an exploration of the impact of content moderation on workers (see Sarah T. Roberts’s Behind the Screen). I have learned from and cited all these scholars as well as many others, and highly recommend reading their books, as well as many of the scholarly and popular works listed in the endnotes.

Like any writer, I have often worried that there are important stories that I have forgotten. For that, I apologize—a life lived large has too many stories to fit in one volume. Still, I would be remiss if I didn’t note the role that activists, non-governmental organizations, and scholars—who are far too many to name—have played in shaping the developments of the last decade. Since those lonely, early days, the field of digital rights—and more specifically, the field of those studying platform policies and content moderation—has grown immensely. I count among my friends and allies a number of activists and experts in this field and know that, without them, my views would be much different than they are today. I have learned and grown as a result of their contributions.

Finally, a few brief words on the term “censorship.” In the early days of my career, I often spoke onstage in my advocacy for a free and open internet about “corporate” or “platform” censorship, only to be confronted afterward by constitutionalists who saw my use of the term as undermining or contradicting their legal perspective. Even today, I am sometimes chastised, usually by law professors, for distorting the (US) legal definition of the word.

On this point I stand strong: censorship is not a legal term, nor is it the sole domain of government actors or synonymous with the First Amendment. Throughout history, censorship has been enacted by royals, the Church, the postal service, the Inquisition, publishers, the state, and yes, corporations. Though the details differ, censorship exists in some form in every locale throughout the world. Throughout history, censorship has most often served those at the top, allowing them to consolidate power while silencing the voices of anyone who might engage in protest. But the struggle for freedom of expression is as old as the history of censorship, and it isn’t over yet.

Furthermore, the legal framework inside today’s social media platforms was not inevitable, nor is it necessarily the “right” one for every person in every place. The US Constitution—to which, it must be said, women and people of color were excluded from contributing —is not a perfect document, nor (as the first chapter of this book argues) is Section 230 of the Communications Decency Act—the 1996 statute that professor Jeff Kosseff has dubbed “the twenty-six words that created the internet”—a perfect law.

It is important, then, that we view today’s debates around free speech, censorship, and regulation in the context of existing laws, in various jurisdictions, while also thinking outside the box for answers. Our future may just well depend on it.




Introduction

In the summer of 2005, when I was just twenty-three, I took a job teaching English in Morocco, where I had studied abroad the previous summer. Like many young people, I had no idea what I wanted to do with my life. I loved to write, and I knew that getting good at it required practice, so a few days after arriving I sat down in the local cybercafé and did what any reasonable person in 2005 would do: I started a blog.1

Blogging connected me to local communities, and it kept my friends back home informed of what was happening in my life. Eventually, writing about my own life became boring, and I began writing about Moroccan politics instead. I found someone to design a website for me as a repository for those writings. I would read the local magazines in my poor French and talk to friends, then write up summaries of current events, sometimes adding my own commentary.

Morocco and all its complexities (and yes, contradictions) have kept writers busy throughout history. On the one hand, and especially compared with some of its neighbors, the country’s laws are liberal and modern: women more or less have the same legal rights as men, and labor and other laws are catching up fast. On the other hand, and despite decades of colonization that infiltrated everything from language to food, it remains incredibly traditional—something which, for me, stood out the most when it came to the nation’s pillars: Allah,al-Watan,al-Malik (God, the Nation, the King).

Any Moroccan will tell you that there are three red lines you should never cross, verbally or in writing. First, you must avoid denying—or especially, cursing—God or Islam. You may ask questions, or debate whether the Qur’an actually prohibits alcohol (that one’s quite popular), but crossing certain lines will land you in trouble. The second red line is country, or homeland. Morocco is rife with nationalism, certainly, but so are a lot of places. The specific line here is that you must never question Morocco’s sovereignty over the Western Sahara, the land claimed in 1975 when 350,000 Moroccans marched into the then-Spanish territory, kicking off a war that lasted sixteen years and only strengthened the Moroccan government’s resolve.

And finally—the king must not be disparaged. The Moroccan writers whose columns I used to read loved to criticize members of Parliament. They might even go after a member of the royal cabinet. But the king, as modern and fun-loving as he might appear in the ever-popular and ubiquitous photos of him on a Jet Ski, is beyond reproach.

Allow me to illustrate: In 2009, an independent poll conducted in Morocco found that 91 percent of the country’s citizens approved of the king’s leadership.2 Now, anywhere else in the world, that would be an extraordinary number. Theresa May’s approval rating never made it as high as 50 percent. President Obama’s approval rating average was only 47 percent, not to even speak of his successor. But for the beloved king of Morocco, that 9 percent “deficit” was too much to bear, and when popular magazines TelQuel and Nichane published the poll’s results, the copies were seized by the Ministry of Communications.

I immersed myself in stories and histories of censorship, first in Morocco and then across the Arab world. I began to write not just about my country of residence, but also Egypt, Tunisia, the United Arab Emirates (UAE), and Palestine. And I connected with others who were doing the same thing, first Moroccan natives and other expats for whom blogging was an outlet, and then, later, young people across the region.

In early 2007, confident in my writing abilities and yearning for a bigger outlet, I wrote to the regional editor of Global Voices, Amira Al Hussaini, asking if I might join the project. Much to my surprise, she replied immediately and enthusiastically, and on that day, my world was forever changed.

Global Voices was founded in 2004, just before the birth of modern social media. Its founders, Rebecca MacKinnon and Ethan Zuckerman, were fellows at the Berkman Klein Center for Internet & Society, a multidisciplinary institution with a mission to “explore and understand cyberspace” that was embedded at the time in Harvard Law School. MacKinnon had once served as CNN bureau chief in Beijing and later Tokyo, while Zuckerman’s path to becoming a media scholar was more winding, taking him from Massachusetts to Ghana and back, where he then worked for early web host Tripod.com. Global Voices was born from a workshop attended by media scholars as well as a diverse and ambitious set of bloggers from all over the world. Within five years, it was a force to be reckoned with, providing an alternative view—and at times, a counter-narrative—to the often under-resourced and sometimes myopic mainstream press.

Global Voices’ modus operandi, in those early days, was to report on what people were saying on blogs. Later, as blogging gave way to Facebook posts and tweets, and visual media gained ground, Global Voices authors were forced to innovate and find new ways to capture often-ephemeral content. But more on that in later chapters …

I moved back to the United States in 2007 at the age of twenty-five, landing in Boston not far from my family and where I grew up. Although I had been on my own for a few years already, living in the US presented new challenges, and I hustled to make ends meet. Within a year, I was working full-time at a non-profit, volunteering for Global Voices, and snatching up every writing gig I could, from local restaurant reviews to narrative pieces for foundations.

And then I got my “big break”: encouraged by members of Global Voices’ core team, I applied for a fellowship to attend (with other members) a media conference in Miami. I arrived at a rented house in the middle of the night and joined my colleagues in person for the first time in the backyard the next morning for coffee.

I don’t remember much of the actual conference, but a few memories from that week stand out: Everyone was talking about micro-blogging and couldn’t shut up about a new platform called Twitter, which I joined that same week. My Global Voices colleagues were even kinder and more interesting in person than they were online; some had come all the way from Bahrain, Bolivia, Madagascar, Guatemala, Trinidad, and France for the event, and we spent the week joking and drinking and making up songs. They were all a little older than me, and they were all doing work that they loved—something that I still hadn’t found for myself.

On my final morning in Miami, I sat in the garden with Solana Larsen, managing editor of the Global Voices’ site at the time, and told her how unhappy and tired I was with the constant hassle of freelance writing gigs. She asked me what I wanted to do, and I rattled off a string of mildly incoherent thoughts: I wanted to write, and I enjoyed doing research, and I was fascinated by censorship and activism, and different cultures and maybe something to do with new media? “I might have some ideas,” she said. “Send me your résumé and I’ll see what I can do.”

To make a long story short, I ended up at the Berkman Klein Center. I walked into my boss’s office that afternoon and gave notice. And three weeks later, I walked across the Harvard campus and toward my new life.

The job wasn’t easy, but I loved it. I was put in charge of coordinating the OpenNet Initiative, a multi-institution research project set up to study how governments conducted network-level filtering, or censorship. I had to coordinate technical testing of said filtering with the University of Toronto’s Citizen Lab and dozens of volunteer and paid testers in as many countries, assist with research for a book being prepared on the subject, and write regular blog posts. I found the subject matter endlessly fascinating, and in my spare time would find myself reading up on the various countries we were studying. I was working with the world’s foremost experts on internet censorship and absorbing everything I possibly could.

In the summer and autumn of 2007, there were numerous stories of governments blocking social media websites. Tunisia, Kuwait, Turkey, followed by Bahrain, the UAE, and Iran the following winter. China had never allowed access in the first place. No platform was spared—YouTube, Flickr, Facebook, Twitter were all targets. By the end of 2009, it had become hard to keep track (and we tried!), as different countries blocked and then unblocked (and sometimes blocked again) various social networks. The states were clearly enemies of free expression, and the platforms were the good guys … or so it seemed at the time, at least.

Around the same time, I was in touch with a young Moroccan activist, Kacem El Ghazzali, regarding a campaign to raise awareness for a blogger who had been arrested during a protest. After the campaign was launched, we stayed in touch, and he told me about his work fighting against religion in the public education system. It pushed right up against Morocco’s red lines, and I worried about his safety because just a year before, the government had arrested a young man, Fouad Mourtada, for impersonating the king’s brother, and while in custody, the police had allegedly beaten him.

Kacem was worried for his safety, too, but his convictions were strong. He ran a Facebook page called Jeunes pour la séparation entre Religion et Enseignement (Youth for the Separation of Religion and Education) but soon ran into a problem. On March 13, 2010, he sent me a message: “Facebook disabled my account.”

A month later, I began researching “content policing,” a subject that few had written about at the time. And thus began a decade-long personal obsession, taking my life and career in a new direction.




1



The New Gatekeepers

On a day to day basis, the rules that apply most directly to people on the internet are the rules set and enforced by intermediaries.

—Nic Suzor

Imagine a society where the laws are created behind closed doors, without public input or approval. This is a society where at any time the laws are subject to change, or be replaced with new ones altogether. There is no democratic participation, no transparency, and no due process—and the laws are enforced by minimally trained workers in faraway locales who often lack awareness of local conditions or, increasingly, by trained machines. Mistakes are, of course, inevitable and plenty, but when they’re made, individuals rarely have the means to rectify them.

This society exists, inside the social media platforms created in Silicon Valley and exported throughout the rest of the world. These platforms—such as Google, Facebook, YouTube, Twitter, and Tumblr—now exert control over the speech and visual expression of billions of the world’s citizens. As of 2020, Facebook alone has more than 1.7 billion daily active users—about 300 million greater than the population of China.

Although they lack the heavy weaponry of nation-states, the role of dominant platforms “in the international legal order increasingly resembles that of sovereign states,” argues legal scholar Julie E. Cohen.1 For the impact that their regulations on speech have on ordinary individuals the world over, this argument is absolutely true—and also runs counter to the ethos of both Silicon Valley and the early cyberlibertarian thinkers, whose optimistic philosophies still hold significant sway in the Valley today.

In his manifesto, “A Declaration of the Independence of Cyberspace,” internet philosopher John Perry Barlow beautifully rails against the world’s governments on behalf of fellow members of the online community, declaring “the global space [they] are building to be naturally independent of the tyrannies you seek to impose” on them. “Cyberspace does not lie within your borders,” he claims, deeming it “an act of nature” that grows itself through “our collective actions.”2

Barlow, who died in 2018 after a long illness, viewed the internet as “a world where anyone, anywhere may express his or her beliefs, no matter how singular, without fear of being coerced into silence or conformity,” a world where the legal concepts of “property, expression, identity, movement, and context do not apply …” for “they are all based on matter, and there is no matter here.”

The manifesto was written in 1996 during the World Economic Forum in Davos, on the same day that President Bill Clinton signed into law the Communications Decency Act, an attempt to ban “obscene” material on the internet. Barlow was well aware of the looming threat from governments to the freedom provided by the internet, having co-founded the Electronic Frontier Foundation six years prior.

Science fiction writer Bruce Sterling also stands among those who wrote of the early promise of freedom online; in his 1992 “A Short History of the Internet,” he argues that the main reason people want to be on the internet is “simple freedom,” adding that “the Internet is a rare example of a true, modern, functional anarchy. There is no ‘Internet Inc.’”3

Growing up in the 1990s, I too believed anything was possible online. Although my first interactions with the World Wide Web were through Prodigy, an early provider not unlike the more popular AOL, I never encountered speech restrictions of any kind until well into the aughts. My early Web adventures were exciting—exhilarating even—and not without risk; I experienced harassment, hate speech. I witnessed images I cannot erase from my mind even today. All of the things, in other words, that today’s platforms are attempting to banish. But I also made lasting friendships that took me on some of my first solo trips to other US states, and learned things about the world that were not taught in my small-town public school.

Barlow saw the internet as a place beyond the reach of states, an unregulatable space in which a new form of governance—based on the Golden Rule—might emerge. Sterling saw the internet as belonging to “everyone and no one.”4 Both of them foresaw the influence that states would inevitably exert over the Web, but neither quite imagined what the next generation, undoubtedly influenced by their ideas, might accomplish through unbridled neoliberal capitalism.

A brief history of censorship

Throughout history, various bodies have imposed rules on what ordinary citizens can see or say. Traditionally, this was the domain of the church or the monarchy, but with the emergence—from the 1648 Peace of Westphalia—of nation-state sovereignty as a basic ordering principle for societies, the nation-state and the lesser governance structures contained within it became the predominant arbiter of what people can do or say, and which information they can access.

Today, throughout the world, most societies have agreed that democratically elected governments have some right to control our expression and access to information, though the degree to which each society believes in such a right varies—as does, of course, the degree to which governments exert such control.

Until the advent of the internet, censorship was a localized endeavor. A government (whether democratic or not) might decide that a given book, film, work of art, or newspaper article violated its laws or its sensibilities and barred access to it. Methods of censorship throughout history and the world have varied considerably: Whereas in the Soviet Union, it was common for the government to withhold information from its citizens by erasing content from books and reprinting them anew, and jailing writers who crossed red lines known or unknown, in modern-day Saudi Arabia, the government prefers to black out or otherwise obscure offending words and images in imported magazines or films while simultaneously barring the creation of certain content locally. Both medieval Italy and pre-modern Britain utilized the fig leaf to desensationalize works of art, while present-day Turkey and Morocco—who share Islam in common but otherwise have considerably varied histories and systems of government—have imprisoned those who dare insult the country’s rulers living or dead.

Often, the more democratic a state, the more transparent it is when it comes to censorship. Germany’s Basic Law, adopted as the country’s constitution when it reunified in 1990, guarantees freedom of speech, press, and opinion but allows for limits for the protection of young persons and the right to personal honor. Modern Germany’s criminal code further restricts Volksverhetzung, or “incitement of popular hatred,” Holocaust denial, certain forms of insult, and a handful of other things. Furthermore, provisions exist against “anti-constitutional politics,” such as having membership in National Socialist and other neo-Nazi parties, but also the far-left Red Army faction. These laws, while often controversial, are fully communicated to the public and the text of them is found easily in libraries or on the internet. Though citizens of Germany and other states that apply such measures may disagree with them, those who violate the law do so knowingly and with the awareness that there will be consequences.

Defined by Wikipedia’s global contributor base as “the suppression of speech, public communication, or other information, on the basis that such material is considered objectionable, harmful, sensitive, or ‘inconvenient,’” censorship is essentially the act of an authority asserting its dominance—and its values—over the public by imposing regulations, punishments, or other measures on expression to which it objects.

“Censorship” is in itself an inherently value-neutral term. There is censorship of which one approves (a majority of Germans, for instance, support the prohibition on Holocaust denial) and which one finds unconscionable—and what constitutes each of these categories differs from one society, or even one person, to the next. Most of the world’s governments see value in censoring hate speech to some degree, but relatively few impose restrictions on insulting the country’s rulers.

Although censorship as a concept is value-neutral, it is all too often used only to describe the restrictions of which we disapprove. The United States, which has arguably the world’s most permissible laws around speech, still enacts certain limits, one of which is on child sexual exploitation imagery (more commonly, and unfortunately, referred to as “child porn”). This is a restriction put in place to protect children that all but the most depraved individual might agree with; it is also—despite that consensus—censorship. It is, simply put, censorship of which we approve.

Furthermore, freedom of speech (or freedom of expression) is not a synonym for the US Constitution’s First Amendment or equivalent legal rights.5 Freedom of expression is, rather, a concept that dates back to, at least, ancient Greece. In Athens, all male citizens,6 rich or poor, were encouraged to address the democratic assembly, thus participating in the governance of the city-state. This concept, isegoria, formed the fundamental basis for Athenian society, while another —parrhesia—gave license to society’s philosophers to speak truth to power. Freedom of expression in Athens, as readers well know, was not without limits: the vote to convict Socrates may have been democratic, but it nonetheless resulted in the ultimate silencing of his speech.

Knowing the history of censorship—and resistance to the term—might help readers to understand our current dilemma. Today’s gatekeepers of speech, as I will demonstrate in this book, are not only nation-states, but giant global internet corporations that have become, in the words of Australian scholar Nic Suzor, a “key actor in governing our lives.”7 They are simultaneously bound to no one and to many, resulting in a complex tangle of rules that has become unnavigable even to experts, let alone their users. And, as a result, they are having a massive and under-documented impact on our speech, our individual and collective agency, our culture, and our memory.

The new gatekeepers

While John Perry Barlow was brushing shoulders with the Davos elite, a young Mark Zuckerberg was at home in Westchester County, New York, coding his first social network, ZuckNet, which linked together the computers between his home and his father’s dental practice. Meanwhile, across the country, Larry Page and Sergey Brin were at Stanford, forming an unshakable bond that, in a few short years, led to the incorporation of Google. And a young, restless Jack Dorsey was away at college in Missouri, ready to graduate so he could get to work.

These young would-be founders grew up with the same internet that I did, an internet where anything felt possible. They arrived around the turn of the century to a Silicon Valley whose predominant ideology was libertarianism, where laissez-faire capitalism was embraced and regulations pooh-poohed. They embraced the Californian Ideology and built their empires in its image.

The companies that Zuckerberg, Page and Brin, and Dorsey founded—Facebook, Google, and Twitter, respectively—launched during a period in which restrictions on online speech were minimal. The Digital Millennium Copyright Act, enacted in 1998, placed restrictions on the sharing and dissemination of copyrighted content, and extended responsibilities to platforms that might play host to such content. A handful of governments had found ways to restrict access to particular websites, while still others restricted access altogether, providing access only to certain citizens through licensing or other schemes. By and large, however, the electronic frontier remained a free-for-all.

Debates in the 1980s and 1990s over the widespread availability of pornography in the United States—dubbed the “porn wars”—led to the authorization of the Communications Decency Act in the United States, which was later deemed unconstitutional, though a piece of it—Section 230—survived that set the stage for social media platforms to flourish. Now known as Section 230 of the US Telecommunications Act and codified as 47 U.S.C. § 230, that original component of the Communications Decency Act was intended as a safe harbor for internet service providers and search engines. It allowed for these providers to argue that they were not publishers, but only provided access to the internet or conveyed information, and therefore could not be held liable for their users’ speech.

Section 230 has two components: The first prevents intermediaries from being held liable for the speech of their users, not unlike the protections afforded to telephone companies. This is an important provision, without which companies would be incentivized to proactively police their users’ speech, thus inhibiting them from innovation and growth.

The second component gives intermediaries the ability to police their users’ speech or actions without losing their safe harbor protections. Before the creation of Section 230, an internet intermediary risked liability for illegal or defamatory postings by its users if it moderated content on its services. Without this second component, it was more difficult for intermediaries to protect their customers from harassment or other abuse without facing legal risk for other content they might not be aware of.

Nic Suzor proposes that Section 230 “firmly establishes the ground rules for lawsuits over internet content: a victim can sue the person who is directly responsible for causing harm online but can almost never sue the service providers who host the content or facilitate communications. It is hard to overstate the significance of [Section] 230. The safe harbor that it provides is very generous: it gives platforms the right, but not the responsibility, to remove content as they see fit.”8

The downside of how intermediaries are regulated, of course, is the fact that the rules of the road can be and are determined by unelected leaders with no particular qualifications, and can be changed at a whim. An intermediary can censor speech or permanently boot a user from using its services, for any or no reason at all. In other words, as scholar Rebecca Tushnet explains: “Current law often allows Internet intermediaries to have their free speech and everyone else’s too.”9

This matters less when a platform is small or niche, created for a specific purpose—few would argue that Jewish dating service Jdate should have to play host to Christians, or that a site for knitting enthusiasts should have to become a space for political debate. But over the years, a handful of large, all-purpose platforms have become the agora for billions of people worldwide. Although Facebook or Twitter are, legally speaking, akin to the shopping mall, to their early users they were more a virtual public sphere, in which ideas and information could be exchanged and all had an equal opportunity to contribute to public debate.

Though many would (and have, in criticisms of my work) argue that we should have no expectations of freedom within the corporate confines of these platforms, it is not without reason that many have that expectation. As the following chapters illustrate, these platforms’ founders led us to believe early on that their sites were spaces for the free exchange of ideas. While none of them emerged without any rules, over time—as their popularity and user bases have grown—so too have the restrictions they place on what we can and can’t do or say, as well as the pressure placed upon them by external entities. As such, we should view platforms as operating as the “New Governors” of online speech.

“These New Governors,” writes legal scholar Kate Klonick, “are part of a new triadic model of speech that sits between the state and speakers-publishers. They are private, self-regulating entities that are economically and normatively motivated to reflect the democratic culture and free speech expectations of their users.”10

The triadic model of which Klonick writes can be attributed to Jack Balkin, a US constitutional law scholar who has written extensively about civil liberties on the internet. Of the new governors, Balkin writes: “In the twentieth century model, the vast majority of people were members of an audience for mass media products, but very few actively used mass media as speakers or broadcasters. Twenty-first century governors of digital speech, by contrast, make their money by facilitating and encouraging the production of content by ordinary people and governing the communities of speakers that result.”11

Balkin’s triad model illustrates a pluralist concept of speech regulation that simultaneously contains significantly more complexity than those that preceded it, with a variety of actors playing a role in the governance of speech, and (perhaps as a result of the chaotic nature of this system) more opportunity for citizens to circumvent traditional state restrictions on speech.

But, as Balkin warned early on, the digital age has altered the importance of the First Amendment (and other legal provisions around the world) in securing freedom of speech, as the “responsibility for securing a democratic culture” has fallen to private actors.12

In the United States at least, the question of private governance in quasi-public spaces has been considered before, most notably in the 1946 Supreme Court case Marsh v. Alabama. In the early part of the twentieth century, it was not uncommon for a company to provide homes and other property to their employees. These spaces, known colloquially as “company towns,” were owned and governed by a company but treated for most purposes as public space—that is, visitors were welcome to use the sidewalks and streets and to shop in the businesses located on company land.

But when Grace Marsh, a Jehovah’s Witness, was found to be distributing religious literature on the streets of one company town in Alabama, she was told to leave. Marsh refused and was arrested, forming the basis for a constitutional challenge. The Supreme Court decided in Marsh’s favor, with Justice Hugo L. Black writing for a 5–3 majority: “The more an owner, for his advantage, opens up his property for use by the public in general, the more do his rights become circumscribed by the statutory and constitutional rights of those who use it.”13

This central holding of Marsh remained a guiding principle of constitutional law, forming a basis for subsequent cases, but has not as of this writing been applied to the quasi-public spaces of the internet. Nevertheless, one can quite easily imagine how its core principle could apply to virtual spaces.

In 2011, Facebook hosted a virtual “town hall” for then president Barack Obama.14 In the United States, “town hall” meetings have historically been a way for politicians to engage with their constituents without regard to status—that is, ordinary voters and citizens are treated equally in this format. Although town halls are not inherently open and citizens could in theory be barred from attendance, many such meetings operate with an open-door policy.

A “town hall” hosted by Facebook, however, is in essence a closed-door meeting. Not only was a person required to have a Facebook account to participate, they were also required to abide by the company’s rules—both using, and revealing to the public, their “real name.” An individual who had been barred from the platform, either as a result of violating the rules or by mistake or misapplication of the rules, was also barred from participation in the town hall.

Similarly, an increasing number of businesses use Facebook for various forms of public engagement, from the restaurant that opts for a Facebook page instead of a website to the airline that uses Face-book to engage with customers. Not only are users who opt out—or are forced out—of participation unable to access these tools, the employee who does not use Facebook is at a disadvantage as well. In other words, if your job requires you to use Facebook, you must have a Facebook account—but if you are kicked off the platform, well, tough luck.

“The debate over how to balance the right of intermediaries to curate a platform while simultaneously protecting user speech under the First Amendment is ongoing for courts and scholars,” writes Klonick, but for many users of these platforms—particularly those outside the United States—it’s a debate that’s moving far too slowly.15

The rules may differ from one platform to the next, but each has to put itself in the position of gatekeeper. And with each iteration of the rules, the platforms open themselves up to more pressure—from users, governments, and organizations—to censor different types of content.

We’ve now firmly reached an era where it can no longer be said, if it ever could, that the internet is a space where “anyone, anywhere” may express their beliefs, but one in which groups already marginalized by society are further victimized by unaccountable platforms, and the already powerful are free to spread misinformation or hate with impunity.

Welcome to dystopia.

Policing content in the quasi-public sphere

Mark Zuckerberg, the story goes, first conceived of Facebook in his Harvard dormitory as “FaceMash,” a game that allowed Harvard students to compare two photos of female students—pulled from the university’s “face book,” a directory of students that contains their photographs—and vote on which one was more attractive. “I almost want to put some of these faces next to pictures of some farm animals,” wrote the young Zuckerberg in his blog at the time, “and have people vote on which is more attractive.”16

FaceMash got Zuckerberg in trouble with university authorities, who shut down the site, but the young student was not deterred. He created a new site, Thefacebook.com, which served as an online student directory. Launched in February 2004 for Harvard students, the site expanded the following month to Yale, Stanford, and Columbia, and later in the year to most universities across the United States.

Facebook was not the first social media platform of its kind—Friendster, MySpace, and the long-forgotten Orkut were already popular in various geographies—but it quickly grew to become the largest, reaching half a billion users by 2010, just four years after opening membership to anyone. A year later, it rolled out its first set of community standards.

That isn’t to say that Facebook did not launch without rules: before the release of its standards, there were Terms of Service (ToS) that banned certain actions, such as “bullying, intimidating, or harassing any user”; posting content that is “hateful, threatening, pornographic, or that contains nudity or graphic or gratuitous violence”; and “using Facebook to do anything unlawful, misleading, malicious, or discriminatory.” It further barred users from signing up for the service with anything but their “real name.”17

While a company’s ToS is a legal contract that outlines the terms between a company and a user of its services, the community standards or guidelines is a more human-readable document that explains a platform’s rules and, sometimes, the consequences for violating those rules. Facebook’s first community standards, launched in 2011, were clear but basic and prohibited violence and threats, self-harm, bullying and harassment, graphic content, and nudity. They further placed restrictions on copyright infringement, the promotion of regulated goods, the use of fake names or pseudonyms, and a handful of other actions.

A note at the bottom of the original community standards document explained that users should report anything they see on Facebook that they believe violates the platform’s terms. Like most platforms, Facebook did not until recently take proactive measures to identify prohibited content, instead relying upon its users to police the site through a system known as community policing or “flagging.” This system, argue Kate Crawford and Tarleton Gillespie, “act[s] as a mechanism to elicit and distribute user labor—users as a volunteer corps of regulators.”18

Flagging works similarly across platforms: when a user stumbles upon something that they find offensive, they click a button (occasionally but rarely a literal flag) that presents them with a series of options. Facebook currently tells users that they can report the post “after selecting a problem” from a list that includes “nudity,” “hate speech,” and other forbidden content, while Twitter asks “What is going on with this Tweet?” with responses such as “I’m not interested in this Tweet” and “It’s abusive or harmful.” Depending on what the user selects, they’ll be taken through a series of further questions or options that categorize the post in question before reporting it.

This practice of flagging has resulted in a culture of snitching, in which people are expected to monitor each other and report problematic activity to a central authority. This form of “community policing,” like the “community standards,” is hardly about community—rather, it would more accurately be compared to the US Department of Homeland Security program called “If You See Something, Say Something®.” Designed in the wake of 9/11 to encourage ordinary citizens to report suspicious behavior to authorities, that program in numerous instances led to the reporting of innocent people of color to law enforcement for dubious reasons.19

On the modern social media platform, this translates to people reporting other users for violations both real and perceived, as well as simply out of annoyance or distaste. Once a post is reported, it then enters a queue to be reviewed by a human worker, who makes a determination about whether the content in question violates the rules.20 If the content is found to be in violation, it is deleted; if it isn’t, it remains online. Those who violate the rules repeatedly may be punished like kindergartners: they are put into “timeouts” lasting up to thirty days, hidden from search, or worse yet, permanently booted from a platform, unable to access content—and networks—that they’ve been incentivized for years to use as much as possible.

This process is what Sarah T. Roberts has dubbed “commercial content moderation,” a term commenting on the capitalist context and scale at which these platforms now operate. Companies like Google and Facebook utilize thousands of content moderators, dispersed around the world and often employed through service firms like Accenture, Cognizant, and Arvato. They labor, as Roberts writes, “under a number of different regimes, employment statuses, and workplace conditions around the world—often by design.”21

Thanks to the work of scholars like Roberts and Klonick and journalists such as Adrian Chen and Casey Newton, we know considerably more about the internal workings of Facebook’s content moderation than of other platforms. At Facebook, there are three tiers of content moderation: Tier 3 moderators do the bulk of basic content moderation, Tier 2 moderators supervise them and review prioritized or escalated content, and Tier 1 moderators are policymakers or lawyers who deal with the most difficult content issues and are involved in adjusting policy in response to them.

Commercial content moderation is a stressful and demanding job. Moderators, particularly those at Tier 3–like levels, spend their day viewing gruesome imagery and making rapid-fire decisions about what to take down or leave in place. They’re paid poorly: as little as $28,800 a year in the United States, or $6 a day in India.22 They receive minimal training, little to no mental health support, and often work in dismal conditions. And for what? So the platforms’ users don’t have to see the same gruesome content that these moderators (often themselves users of the platforms) have to see.

“It’s humiliating,” Amine Derkaoui, a former moderator for oDesk, told Gawker reporter Adrian Chen in 2012. “They are just exploiting the third world.”23 Derkaoui was among the first moderators to leak a training manual to the media.

Today, Derkaoui works as a journalist, but when he was just twenty-one, he took a short-term job with oDesk as a “pre-moderator” of sorts for Facebook for $1 per hour. His job was to look at content in a category of his choosing and determine whether or not it violated the rules; the content was then passed to a full-time content reviewer in the company’s Palo Alto office. “From the beginning, the whole project was only intended for people from the third world,” Derkaoui told me. “It said that this project was intended for people from Africa and Asia, which meant that Europeans and Americans could not be candidates.” When I asked him what the job was like, he told me in his Francophone lilt: “Being a Facebook moderator is a job where you have all the dirtiest, ugliest shit content on the internet.” “We [are] bodies in seats,” another moderator working in Tampa, Florida, for Cognizant told journalist Casey Newton.24

Moderation can be a harrowing job with lasting repercussions on workers’ physical and mental health. For other moderators, it’s not so bad—as Adrian Chen, who has interviewed dozens of content reviewers, tells me. For some, it’s just a job. But, he says, “it’s not a great job; it’s pretty drudgerous no matter what you do. People feel like it’s a necessity and they feel like they’re more or less on the front lines against this tide of bad content they have to protect everyone else against … For me, the issue isn’t primarily about whether these companies are controlling their platforms tightly enough, but it’s about the power that they have. And giving them more power is bad, not just in terms of free speech but also in terms of necessitating giving these harmful, low-paying jobs to people in developing countries.”

Alex,25 a former YouTube staffer who began as a content reviewer and worked their way up to a policy job, told me they are proud of their time at the company and depict their overall experience as positive. Nevertheless, they feel the system of commercial content moderation is unethical. “You see that companies are hiring tens of thousands, but that’s largely on the backs of undervalued labor—young people, immigrants, people of color.”

One former Tier 2 moderator at Facebook described community operations, the department in which she served as manager, as one that “functions in permanent chaos.” Anna* left her job after several years, having fallen into disillusion with the job. She describes part of the job as having to respond to the whims of governments without much regard for process. When, during the refugee crisis of 2015, the government of Germany wanted to see a policy that protected migrants from hate speech, Anna says that her team was expected to spring into action to create a policy in an unrealistically short time frame.

“The turnaround time for this policy was a few days and it didn’t necessarily make any sense, but we had to operationalize it anyway,” she says. “This became the most complicated policy possible, and we had to implement it within a week, whereas any other process would take months and would have gone through a long approval process, but we didn’t do any of this because the German government said so.”

But—says Anna, who is originally from a developing country, similar resources are rarely allocated when similar problems arise in the global South. Describing an example in which her team dealt with one group in a particular country who were at risk after other Facebook users labeled them as terrorists, she says: “This kind of policy would never get any face time with the policy team because they were always busy with … whatever was prioritized by countries like Germany and the U.S. The policies would always be shaped by those countries.”

Indeed, Germany—along with France and other powerful nations—has exercised a degree of influence through regulation that has had a lasting effect on policy not only in that country but globally. The Network Enforcement Act (referred to as “NetzDG,” the short version of its German title) requires companies with a certain number of users to remove hate speech in accordance with German law in an impossibly short period of time. Furthermore, the law has effectively compelled Facebook and other companies to hire local workers to enforce it. It is difficult to imagine a country from the Global South being able to exert such influence.

“I sound like a jealous child, sorry,” she joked—but in fact, this disparity has serious consequences for users in various locales. Take, for example, Facebook’s failure to respond quickly to Myanmar government officials’ use of the platform to spread hateful messages about the country’s Rohingya minority, which has contributed to what many have described as an ongoing genocide. As activists repeatedly called on Facebook for more scrutiny of the situation, reports came out that the company’s staff had only a handful of moderators who spoke Burmese.

Alex agrees that there’s a disparity in the platforms’ focus: “The press is focused on when it’s white people or people from the global North dying … That’s going to be the content that gets the most attention.”

“After [Myanmar] there is more concern for being reactive to things that aren’t judged important,” says Anna. But additionally, she adds, “content moderation has become a beat for journalists, and people care more,” leading not only to greater scrutiny but also to more complex rules.

Moderators like Anna play a role in rule-making, but in most companies, the rules are ultimately decided by actors close to the very top of the hierarchy. And these are actors who, as many have observed, come from relatively homogeneous backgrounds, are not chosen by the people they supposedly serve, and are accountable to almost no one. Over time, they have accrued an unparalleled level of power over speech and access to information. Thus, by one road or another, the companies for which they work “create speech rules, enforce them, curate and censor content, and resolve user disputes, all in the course of moderating some of the most important channels of information in the world.”26

Who watches the gatekeepers?

This therefore raises the question: If content moderators are the enforcement arm of the law, then who are the lawmakers, and from where do they derive their power?

Over the years, a number of observers and critics have attempted to answer this question. In a 2008 essay, legal scholars Jonathan Zittrain and John Palfrey called intermediary rule-makers “reluctant gate-keepers” who are forced to grapple with competing demands from states and the market.27 Marvin Ammori refers to social media platforms as “the new speech vanguard,” observing in a 2014 Harvard Law Review article that lawyers for these platforms are “shaping the future of free expression worldwide,” their “paradigmatic decisions” having played significant roles in “some of the most important freedom of expression episodes in modern times.”28 Catherine Buni and Soraya Chemaly remarked in 2016 that early rule-makers “had yet to grasp that they were helping to develop new global standards for free speech.”29 And Jeffrey Rosen has referred to the companies’ top brass as “The Deciders,” in an homage to a nickname earned by Nicole Wong, former legal director of Twitter and current deputy counsel to Google.30

Wong is a revered figure in Silicon Valley. An attorney specializing in internet law with a master’s degree in journalism, Wong is both thoughtful and pragmatic when she discusses the outsized role she and her peers played in shaping the rules of social media. Over breakfast in Oakland on a chilly December day, she told me how she and her peers at Google sought to work with civil society from the beginning: “There was a pretty fulsome group on content parameters that you could turn to” in the United States, she said, but “outside the US, that seemed to be missing.” Although she admitted that was partly a result of her own American biases, she also correctly observed that “even if you could find someone who understood the content or media industry, it would be hard to find someone who also understood IP addresses.”

Dave Willner has a similar perspective. At age twenty-six, he served as Facebook’s first head of content policy and built the company’s first set of community standards. We met on a rainy day near Airbnb’s San Francisco headquarters, where he confessed to me that his team at the time was “a bunch of twenty-six-year-olds” who “didn’t know what they were doing.”

If, with Wong, Google’s content moderation regime was the well-oiled machine, and Facebook’s was the scrappy startup, MySpace’s was the Wild West. At a 2007 conference at UCLA, my jaw dropped as I heard one of the platform’s early content-moderation supervisors, Rasalyn Bowden, describe how MySpace’s rules were created. “Going into it,” she said, “it did seem like we were on this revolutionary thing, like nobody’s ever done this before.” She held up a three-ring notebook to the audience. “This is my bible from when we had our meetings … when we would randomly come up with [rules] while we were watching porn.”

“I went flipping through it yesterday,” Bowden continued, “and there was a note in there trying to decide whether or not dental-floss-sized bikini straps really make you not nude, or is it okay if it’s dental-floss-sized or spaghetti strap? What exactly made you not nude? … These were the decisions we made in the middle of the night. It did feel like we were making it up as we were going along.”31

For those users who feel as though the rules are arbitrary at times, these examples are cold comfort. They serve as reminders that some of the most important decisions about speech in our time have been made without regard to existing principles, sometimes on a whim, and have rarely been revisited or examined after the fact. “Once something is done, it’s hard to convince the policy teams to roll it back,” says Anna.

Make no mistake: the decisions that these policymakers must grapple with are, by any standard, tough. As Anna reminded me several times in our interview, “there’s no textbook on how to be the moral compass of the world.” Is an image of a nude girl fleeing from a napalm attack child-exploitation imagery, or is it a notable documentation of a war crime? Does the presence of a Hamas flag in a photograph of a legitimate protest constitute the promotion of terrorism, and should its presence warrant the removal of the image? Is the phrase “Men are scum,” a popular sentiment in the #MeToo era, hate speech, or a permissible expression of frustration by a traditionally oppressed gender? Should rule-makers go against the grain and allow full-frontal adult nudity on their platform, despite much of the world prohibiting a nude adult from walking down the street? And how should the right to free expression be balanced with other, sometimes competing rights?

In her foundational 2012 book, Consent of the Networked: The Worldwide Struggle for Internet Freedom, Rebecca MacKinnon observes that the unelected rule-makers at social media companies “play the roles of lawmakers, judge, jury, and police all at the same time,” operating “a kind of private sovereignty in cyberspace.”32 She remarks that Facebook’s core ideology is “the product of a corporate culture based on the life experiences of relatively sheltered and affluent Americans who may be well intentioned but have never experienced genuine, social, political, religious, or sexual vulnerability.”33

These elites have, in recent years, reshaped some of their practices in response to critics. A little more than a decade after Wong and Willner were guessing at policymaking, the teams they helped create have expanded to include subject matter experts and input from mid-level operations managers with local expertise. Most major social media platforms regularly consult with external actors, including human rights and civil liberties NGOs as well as those focused on more specific subject areas, such as child protection or racism.

And yet, these teams are still operating with unchecked power. Over time, attempts to answer these policy questions—combined with growing pressure from a variety of external actors—have led to increasingly more complex rules on nearly every platform. Policymakers have demonstrated a predilection for giving the greatest amount of deference to state and other elite actors, rather than to their users. Increased complexity has led to a greater propensity for inconsistency and error, as the following chapters illustrate. This, combined with ever-increasing scale, has created a crisis of legitimacy and, for many individuals for whom these platforms constitute a vital tool, an untenable situation.
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