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Preface to the Paperback Edition

When I first began writing this book, cracks were emerging in the shiny business model of Silicon Valley. The much-hyped promise of the digital revolution was not being delivered. Technology capitalism depended on predatory business practices, incentivized exploitative modes of work, and undermined democratic institutions. People had started to realize these companies cooperated with governments intent on surveilling their citizens. The experience of being online was like being watched through a one-way mirror.

Just a few short years later, the question is not whether the industry needs to change, but how. Discussions about breaking up big tech are common. Data-extractive technology is often met with criticism. The flexibility of the gig economy has clearly become a millstone around the necks of the most vulnerable workers. Finally, the one-way mirror is revealing its secrets, and we are catching glimpses of how power functions in the digital age.

These are crucial times for understanding where we have been. We need context, perspective, and history if we are to forge a path that gives us the best chance of tackling profound problems like climate change, wealth inequality, and the failures of social democracies. Technology has a role to play in helping us address these challenges, but not in its current form.

As I write this now, the world is settling in to the new normal generated by the Covid-19 pandemic. If some fractures were emerging in 2016 as to the promise of the digital age, the pandemic has been like an acid wash, seeping into our daily lives, stripping them back to their fundamentals, and corroding and deepening the fissures that predated this moment. These have been years of misery and death for many, and it is painful to see the consequences of mismanagement by those in power visited upon everyday people in the most visceral ways.

But the ongoing crises created by the pandemic are also opportunities. This is particularly true for those interested in rerouting our society in a more democratic direction. The Internet is central to our lives like never before, and its brilliance as a creation of human ingenuity is on full display in the age of social distancing. We need to find ways to protect its openness and accessibility, and to encourage the collective creativity that underpinned its development.

However, those in power are not idle. Already they are seeking to encode permanence into various aspects of this state of exception, to shore up status and profits for themselves. Technology is and will continue to play a role in this crisis and its aftermath, as well as in more pressing crises that are yet to come. It behoves us to consider carefully who is making decisions about how technology is built and used, and why.

It is worth remembering that Mark Zuckerberg reacted with bemusement when his staff presented him with the idea that Facebook may have played a role in the surprising outcome of the 2016 US elections. The business model of the platform was to maximize its capacity to extract information from users—and filter bubbles, viral disinformation, and polarization were all consequences of trying to keep people on their devices. Zuckerberg’s nonplussed reaction now seems quaint, if not dangerous and arrogant. In the years since, the company has ended up devoting significant resources to mitigate these criticisms and take more responsibility for its curatorial role. Zuckerberg now talks openly about the need for regulation. The company has set up its own oversight board to scrutinize internal decisions. The idea that Facebook should operate wholly unfettered by regulation is no longer tenable; its executive leadership has already shifted its strategy towards limiting and controlling the growing impulse for regulatory reform.

Facebook has seen which way the wind is blowing. It is clear that many people, and many politicians, think tech companies have far too much power over our online lives. This growing awareness is finding expression as political action in the United States. In the last half of 2020, the CEOs of the big four tech companies have been called to give evidence before the House Judiciary Committee during its investigation into breaches of antitrust law, and some of them have given even more evidence in hearings before the Senate Committee on Commerce, Science, and Transportation in discussions of content moderation. The House Judiciary Committee delivered a forthright report, recommending all manner of regulatory reform. To top it all off, Google was sued by the Department of Justice for anticompetitive conduct, and Facebook was sued by the FTC for illegal monopolization. Technology capitalism will no longer be permitted to move fast and break things. People are demanding they clean up the mess they have created.

If some form of regulation appears to be a fait accompli in the US, the form this takes will be critical. A Biden administration will not be a simple repeat of the Obama years, in which Silicon Valley types were treated as entrepreneurial saviours of the American dream. The time has passed for that. But the leaders of technology capitalism have ingratiated themselves with the center-left, and we should expect them to do the bidding of their industry. Technology companies have spent hundreds of millions of dollars lobbying lawmakers in recent years. After having shown such wanton disregard for the social consequences of their business model, we cannot let the tech industry write the rules designed to address these problems.

Other parts of the Democratic Party are falling into line behind the idea that antitrust law is the solution. This drive has good historical credentials, which I talk about in the following pages. Antitrust law has traditionally not been confined solely to questions of consumer welfare, but historically has been very much motivated by the distribution of power in social democracies. Perhaps most prominently, Senator Elizabeth Warren has built a considerable amount of her political support around the idea that big companies need to be broken up. There is something to be said for Zephyr Teachout’s argument that we need to “start thinking about the FTC as a central site of democratic politics.” Effective regulation of these companies cannot simply be about writing laws that hold them to account directly but must also empower executive and regulatory institutions to do their job better. Teachout has astutely observed that the risk “is not that government won’t act, but that it will act just enough to make it look like it is doing something, but not enough to break up big tech’s power.”

But, to this end, a focus on antitrust law cannot be the only solution proposed by progressives either. A functional marketplace for digital services is a dangerously unambitious goal. We shouldn’t let go of the idea that the infrastructure of digital life, for both the Internet and the web, ought to be a site of public investment. It is now more obvious than ever that access to the network is a fundamental right, not something that should be left to the industry to provide. To tackle disinformation, a problem that is in many ways a product of the data-extractive practices of social media companies, we need independent, publicly funded media and platforms that can help us to make sense of the world, to find common narratives and clarify points of division. Such public institutions could also be a site of experimentation with digital public participation. Instead of trying to create an industry of many small competing firms, designed to optimize the functionality of the market, perhaps it is time to experiment instead with democratic control and public ownership, to orient the great potential of the digital age towards the common good.

There are precedents for this. The development of the Internet backbone itself was a product of public investment, as I discuss in a chapter of this book. Industries, like the automotive industry, have been subject to wholesale regulation when it became clear that the market prioritized profit over safety.  We can and should return to a world in which bold and expansive public investment is a fundamental part of our digital policy and regulators are unafraid to take on capital.

Moreover, breaking up big tech is not the same as having better laws that directly protect privacy. This is especially true outside of the United States, where there is often less capacity to deploy antitrust legal tools against gigantic companies. As regulators and policy makers contend with the problem of unaccountable tech companies all around the world, we are presented with the opportunity to appraise the insidious role of capitalism in the digital revolution. We need to find ways to reorganize the political economy of the web, to undercut the data mining industry and the associated benefits for government surveillance regimes. We ought to hand power back to people, to allow us to know the online worlds we occupy and thereby regain a sense of agency over our experiences within them. This requires laws that are predicated on treating us as holders of rights rather than consumers to be groomed in profitable desires. This will require experimentation with greater ownership over personal information for individuals, and corporate taxes that curtail the incentive to commodify every online engagement.

It is pleasing to see how regulators and lawmakers are beginning to address the concerns expressed by so many about technology capitalism. But this is not a moment to hand to them the responsibility for addressing such problems wholesale. Rather, it is the beginning of the conversation, a chance to widen the gaps that have emerged between our expectations of the world and reality, and to see how alternatives might take shape.

The other defining feature of the present moment is the tendency of governments around the world to experiment with various technologies of surveillance in the name of public health, especially in the midst of the pandemic. Facial recognition is being rolled out in more and more public spaces, used by US police to track protestors and Russian authorities to map the pandemic, often without our consent or even knowledge. Citizens are being cajoled into downloading contact-tracing apps. Highly sophisticated technology is being deployed at borders to track the flow of people. The irony is that with networked technology borders are less of a geographic threshold and more of social construct, used primarily to manage, control, and terrorize—rather than simply to regulate a flow of people and goods.

For technology to be used effectively to stop the spread of the pandemic, as with almost any social problem, it would necessarily mean compromising some rights as a contribution to the collective good. Such a compromise might be reasonable, if the public could trust those in charge with administering it. For many good reasons, that trust is lacking. The problem is that those in power have failed repeatedly to show respect for our rights and dignity. Those failures have consequences that, invariably, are borne by ordinary people.

This particular mode of operating—where mass surveillance is opportunistically framed as a necessary public good—has a long history. For generations, public safety has been used by politicians as cover to deploy technology that rebalances power away from people, towards government. This is one of the arguments I make in the following pages, to draw a line between the first modern police force and our contemporary digital surveillance state. As capitalism established itself in eighteenth-century England, a professional police force was created to keep workers on the docks of the River Thames in their place. Surveillance was an invaluable technique for doing this work cheaply and efficiently. The prevention of crime was treated as synonymous with public safety, but in many ways it was about managing and entrenching social division, and quashing resistance to the status quo, which was steeped in exploitation and inequality.

Over two hundred years later, the surveillance state is still responsible for preventing crime, and has built an invasive digital apparatus for this purpose. The crimes often used to justify the expansion of this apparatus are invariably the worst kind, like terrorism, espionage, and pedophilia (or as I like to call them, the three horsemen of the authoritarian apocalypse). The sheer immorality of such offenses almost entirely forecloses debate about the tactics used to guard against them. Similarly, in the wake of a global pandemic, technological projects to combat the virus are imbued with heavy moralism, making it difficult to debate the practical difficulties and philosophical concerns associated with using technology to keep tabs on ­citizens at scale, with very limited accountability.

This tendency to justify surveillance in the name of safety is a remarkably unifying theme of global politics. Though many American politicians like to talk about freedom from excessive government, they remain heavily committed to funding and maintaining national security and law enforcement agencies. They are, indeed, resistant to the very idea that there could be different ways of operating. A whole private industry has also developed to contribute to this program of work, in essence to build up a robust social graph of the population. As the revelations of whistle blowers have shown us, the aim of the surveillance state is to anticipate dissent, manage conflict, and preserve the status quo, with all its galling injustice.

Meanwhile, across the Pacific, the Chinese government refines and perfects its nefarious social credit system and complementary networks of surveillance technology. Powerful technology in the hands of elected presidents is a worry, but in the hands of autocrats, it is a frightening phenomenon. We can see this play out in the daily experiences of the poor and marginalized living in China, who become locked out of society. This prospect becomes a threat that hangs over the head of every would-be dissident. We can glimpse the struggle to retain the political hegemony for the ruling elite in more captivating moments when protestors in Hong Kong bravely took to the streets to demand a better future. These people were facing off, frequently in creative ways, against police using sophisticated forms of tracking technology in protection of their powerful bosses.

The point is that Beijing and Washington may often highlight their differences in diplomacy but, like so many nation-states, they have approached the opportunities presented by the digital revolution in similar ways. A commitment to surveillance is held in common by the ruling elite in both liberal democracies like the United States and authoritarian regimes like China. The United States relies heavily on private industry to do this work, whereas in China it is state run, but upon examination of the social and political bases of these programs, the differences begin to melt away.

In many ways, then, we must call for a plague on both their houses. The working people of all nations have a common interest in ensuring that the potential of the digital revolution is not squandered on projects designed by those in power to maintain social control. Global superpowers with imperial aspirations cannot be redeemed no matter how slickly they present themselves. Everyday people of the world have an interest in rejecting their rhetoric and finding common cause and solidarity that transcend national borders.

Digital technology can be a tool of political liberation—especially the Internet, as a borderless information network—but it will require organizing and activism to make it so. We need to find ways to change the existing structures of power, which have been so successful for the elite in many societies characterized by class division.

In my view, the answer is to build movements that force policy makers to feel they are responsible to their constituents and encourage them to realize their jobs will be at risk should they make decisions that are not in the public interest. Companies should feel existential dread at the prospect of selling out their users and profiting through data-mining private information. Given that so many countries are struggling with similar questions about how to hold governments and companies accountable in the digital age, this way of organizing naturally lends itself to a kind of digital internationalism.

The moment in which we find ourselves is both frightening and exciting. People are beginning to reject the political bargain they have been sold, where we must all give up privacy and autonomy for public safety and convenience. The experience of the pandemic demonstrates that governments need to earn a social licence to use technology in particular ways, and this requires that they stop behaving like secretive autocrats. Companies need to stop demonstrating haughty indifference to the problems they have helped create. It is no longer possible to treat human rights as an afterthought in tech initiatives or dismiss privacy issues as concerns only held by people in tinfoil hats. That is an emerging political dynamic that was hard fought for, and must be defended.

At this moment, when so much hangs in the balance, when the world is contending with the vast changes wrought by a pandemic and imagining what more might be coming with the specter of climate change, we have an opportunity to argue for technology that is democratic—that is, designed in ways that are decentralized and use open-source principles. We can highlight the importance of transparency and accountability as integral parts of the design process, rather than allow these concepts to be an afterthought patched on later when the opportunity to gain public trust has already been squandered. We also need to learn to say no if we cannot offer such protections. Maybe we need a moratorium on government and corporate development of facial recognition technology, for example, a conclusion several major companies have already drawn. Maybe we need to ask these questions about technology more often: if it cannot be built in a way that protects the most vulnerable, that empowers the disenfranchised, should it be built at all?

We can reclaim the possibility of a different future by using history as our guide. In the following chapters, I argue that social movements and thinkers from the past can help us better understand the problems presented by the digital age. Far from being novel concerns, technological questions we are confronting today often have a much longer history—one that predates the Internet, the web, and the computer itself. My hope is that it will embolden you, my generous and thoughtful readers, to take up the challenge of using digital technology as a tool to take back power, to allow the web to be a place of human connection and flourishing.

There is a crack in everything, Leonard Cohen liked to remind us, and that is how the light gets in. The last four years have shed light on the problems created by the digital revolution. Our job is to use that light to navigate towards a more democratic digital tomorrow.

Lizzie O’Shea

Melbourne, 2021
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We Need a Usable Past for
a Democratic Future

A Spanish Prince’s Automaton and an
American Novelist’s Living History

Don Carlos was seventeen years old in April 1562 when he fell down the stairs and hit his head. He was the heir to the Spanish throne, studying at the university town in Alcalá de Henares. Depending on who you ask, he was either something of a lush lothario or an inbred oddball (his parents were half-siblings). One observer noted his “violent nature, his intemperate speech and his gluttony.” But the reports also indicate that he was well liked by the Spanish people, as a teenager at least. His whole life reads like the plot of a modern gothic fantasy television series: allegations of treachery, leading to solitary confinement at the hands of his father, an episode of bingeing and purging, and ultimately death, possibly by poisoning. His life was later the subject of Giuseppe Verdi’s great opera Don Carlos.

But all that drama was yet to come, when, while still a young man, engaged “possibly on an illicit errand,” as one scholar politely puts it, he tumbled down a disused flight of stairs and knocked himself out on a closed door.

In these early years of Don Carlos’s life, relations with the paterfamilias were still good, and the king was devastated by his eldest son’s misfortune. He was bedridden by his head injury. Numerous doctors flocked to his bedside, and Don Carlos was subjected to a variety of barbaric surgical procedures, including a misguided attempt to drill a hole in his skull. He eventually fell into a coma and was expected to die.

The local people were very upset by their prince’s malady. In an effort to help, they brought Don Carlos the century-old relics of a former member of the local Franciscan order of friars. Since they wanted this friar to be canonized, his body was presented to the prince in hopes of a miracle. The “desiccated corpse” was brought to the prince’s bedside, where, unable to open his eyes, he reached out to touch it, then drew his hands across his feverish face.

Suddenly Don Carlos made a remarkable recovery. By the following month, he was back to his usual self. His doctors were stunned. Reflecting on the brutality of his later life, it is unclear if his survival was a blessing or a curse. In any event, the desiccated friar was made a saint.

The prince’s own explanation for his recovery was that the figure of a man, “dressed in a Franciscan habit and carrying a small wooden cross,” came to his sickroom and assured him that he would recover. This, scholars suggest, was the inspiration for what must be one of the world’s most fascinating objects: an early automaton of a friar.

Today the automaton is held in the Smithsonian. In a history that reads more like a detective story than an academic article, this minor miracle of engineering is described by professor Elizabeth King in the following terms:


made of wood and iron, 15 inches in height. Driven by a key-wound spring, the monk walks in a square, striking his chest with his right arm, raising and lowering a small wooden cross and rosary in his left hand, turning and nodding his head, rolling his eyes, and mouthing silent obsequies. From time to time, he brings the cross to his lips and kisses it. After over 400 years, he remains in good working order.



The workings of the friar are concealed beneath his cloak, fashioned from wood, but the inner levers and cogs are beautifully made, though they were designed to be seen by no one but the maker. This shell gives the figure an air of ghostly mystery, inspiring fear and reverence in all who witness him move about without visible assistance, as if by magic.

No one really knows where the friar came from. King’s thesis is that the creator was Juanelo Turriano, an engineer who worked for King Philip. A prodigy from humble origins, he became a distinguished maker of astronomical clocks and other similar instruments, and even designed a system of waterworks for the city of Toledo. After his son’s impressive recovery, Turriano could well have been commissioned to build the contraption by King Philip in honor of the Franciscan friar, who was deemed responsible for this miracle.

King ascribes the creation of the automaton friar to what she terms an “ambitious impulse,” the ancient and abiding human desire to understand by imitation. She argues that it recalls Descartes’s thinking about the connection between body and mind—questioning whether we are driven from without or within. “The automaton forms an important chapter in the histories of philosophy and physiology,” writes King, “and, now, the modern histories of computer science and artificial intelligence.”

Objects like clocks and automatons are in many ways the predecessors to modern digital technology. You needed to be both an engineer and an artist to build these kinds of machines—technology was often entertaining, inspiring, frightening and useful, all at the same time. In this sense, the path to the modern networked computer was paved with excruciating care and dedication, as well as a little whimsy. It was a journey populated by experimentation with both functional and decorative objects, and those who work with equivalent kinds of advanced technology carry on this tradition today.

Examining this mechanical friar through twenty-first-century eyes, we recognize many themes of our history and our future, our excitement and misgivings about our current relationship with technology. The friar shows how stories from our past can shape our destiny. Our past tells us about our present—how it was just one of many possible futures claimed by those who came before. In this context, both the creation and use of technology express a kind of power relation. King writes about this, in summarizing conversations about the friar with the Smithsonian conservator, W. David Todd:


Would the measure of the monk’s power have come from the sight of a king setting him in motion? But Todd and I agree the power flows in the opposite direction, so that once the tiny man is seen to move independently, the operator’s status takes a leap, he becomes a kind of god. Either way there is a mutual transfer of authority and magic. Todd, jesting only a little, likens the possession of the monk to owning the pentium chip a couple of years ago. Who commands the highest technology possesses the highest power.



If we accept King’s hypothesis, the friar is a product of royal decree and religious fervor, serving as a tribute to divine intervention but made with a very human, highly material skill. Today the leading edges of technological development are occupied by similarly powerful individuals, who use technology to inspire loyalty and also to intimidate. The “magic” of modern technology implies that the trajectory of the digital revolution is objective and unassailable and that the people driving its development are great figures of history. Technological objects, even those that are or seem to be playful or diverting, are designed with a certain purpose in mind, and they can influence us in profound ways.

But Don Carlos’s automaton also tells us something about how technology is produced in contemporary society. The friar is a piece of craftsmanship that has lasted four centuries, whereas a comparable artifact today might be built in a Chinese factory, under appalling conditions, complete with planned obsolescence. Such a contrast demonstrates how technology is a field of creativity and skill, especially in its early, innovative stages. But when it is scaled up, it can become an industry of exploitation. The promise of technology has always relied on the meticulous efforts of people like Turriano; yet concealed in many beautiful objects that we see and handle every day is the brutal labor history of places such as Shenzen that testifies to the power of the process of commodification. Having replaced artisanal automatons with mass-produced robots, we start to treat others and feel like robots ourselves. Our current society reveres some kinds of labor and debases others, and the power of technology to improve our world and livelihood is not equally distributed.

The past lives on in memories and stories and in the objects we use and produce. The networked computer represents an exciting opportunity to reshape the world in an image of sustainable prosperity, shared collective wealth, democratized knowledge and respectful social relations. But such a world is only possible if we actively decide to build it. Central to that task is giving ordinary people the power to control how the digital revolution unfolds.

In the huddle of people attending Don Carlos, amid all the hubbub of miracles and reverence, one doctor did claim that his recovery was due to objective factors rather than divine intervention. “The cure was of natural origins,” he bravely argued,


only those [cures] are properly called miracles which are beyond the power of all natural remedies … People cured by resorting to the remedies of physicians are not said to have been cured by a miracle since the improvement in their health can be traced to those remedies.



This pert remark serves as one doctor’s message to the future, to those who would come after him. Seek evidence, speak honestly, he seems to be saying, try to shine a light of truth on the events to which you bear witness with integrity. Cause and effect exist in the real world, and humans can both observe this process and sometimes influence it with their agency. Do not be distracted by religious ardor or royal conceit.

We can still see the glimmers of this light, even four centuries later. Turriano created a marvelous and beautiful object that commemorated the recovery of Don Carlos, and he contributed to our collective technological knowledge, the legacy of which lives on in computing today. But his work was made to pay tribute to divinity rather than stand as a testament to human ingenuity and science. It is not hard to imagine how the formidable skills and creativity on display might be used to tackle some of the problems faced by humanity. But only if we take the power out of the hands of kings.

This is not a book about technology per se, nor is it about history or theory. Rather, it is an attempt to read these things together in fresh and revealing ways. The purpose is not to comprehensively or categorically define the nature of the problems we face in digital society or offer prescriptive solutions; it is to suggest ideas and identify points of conflict. Not to provide definitive or exhaustive histories of certain events or schools of thought but to start a conversation about how certain histories are critical to the task of designing our future. It is written for those who may be knowledgeable about technology but lack an understanding of radical and democratic political traditions, and for those who, while familiar with such theory and practice, are wary of or inexperienced with digital technology. My aim is to find a common language for a more sophisticated discussion about the future of both topics, which must be predicated on an agreed understanding of the past. I mean to anchor the present to the past for a specific purpose: to argue that democratic control of digital technology—building structures that give people more say and control over how digital technology is produced and developed—gives us the best chance of overcoming some of the problems we face today. It is about creating a “usable past” for digital technology, a concept that has its own little history.

Van Wyck Brooks was a writer and critic when American literature came of age in the early twentieth century, a person profoundly committed to literary practice and culture. His voice “exhort[ed] writers to meet their responsibility with courage and dignity—and with pride.” This led him, in 1918, to call for the creation of what he called a “usable past.” Speaking to his contemporaries in an intelligent and vivid essay, he outlined the need for history that creative minds could draw upon. “The present is a void,” he wrote, “and the American writer floats in that void because the past that survives in the common mind of the present is a past without living value.”

It is understandable that younger generations are eager to look forward. History can weigh like a millstone; archaic distinctions and practices can drag upon our freedom and agency. But detachment from the past has its own pitfalls. It means that the past that survives is a default genealogy, a mere reflection of the status quo, fixed and irrelevant. It loses its living value, its capacity to help the current generation actively shape a collective sense of self, leaving us isolated without a common sense of purpose or a forum to discuss these ideas. “The grey conventional mind casts its shadow backward,” Brooks observed. “But why should not the creative mind dispel that shadow with shafts of light?” For Brooks, the American literary history of the nineteenth century was important to document because it showcased the beauty, daring and distinction of American artists. It was a task to which he devoted years of his life, reading 825 books for his literary history The Flowering of New England (1936). This monumental task was part of his aspiration for “cultural centralization”—to create a communal language and bring to life a common culture and identity.

The purpose of a usable past is not simply to be a record of history. Rather, by building a shared appreciation of moments and traditions in collective history, a usable past is a method for creating the world we want to see. It is about “cutting the cloth” of history, as Brooks put it, to suit a particular agenda. It is an argument for what the future could look like, based on what kinds of traditions are worth valuing and which moments are worth remembering.

A century later, Brooks’s challenge to the American literary community retains its relevance in the age of digital technology. The digital revolution is creating experiences that are sometimes exciting, often horrifying, and routinely amazing. But present discussions about our digital future seem to float in a void. A whole set of assumptions about the past, static and dry, occupies our consciousness. It is as though digital technology sprang from nothing, invading private spaces and public life like a juggernaut. The merit of organizing our lives around screens is rarely questioned, and we wear objects that endlessly track our movements and sometimes literally get under our skin. A commitment to meritocracy saturates public debates about technology, and freedom is understood in atomized and commodified terms. There is tacit acceptance that governments and corporations will determine the evolution of digital technology. It is also widely accepted that it is easier to imagine the end of the world than the end of capitalism—an assumption that persists even during the most transformative moments in technological development.

Digital technology is treated as a force of nature, without an agenda, inevitable and unstoppable. The past that has survived in the minds of the current generation is one that reflects what has happened rather than what is possible. Society is often treated as an object, which digital technology does things to, rather than a community of people with agency and a collective desire to shape the future. “All our invention and progress seem to result in endowing material forces with intellectual life, and in stultifying human life into a material force,” declared Karl Marx. Nowhere in our current society is this observation more relevant than our personal and political engagement with digital technology.

For Brooks, the starting point was to ask: “What is important for us?” His focus was building a sense of identity among the American literary community, to find what was distinctive and valuable about the American voice. His starting point still has value. In the context of the digital age, what is important for us? What is distinctive and worthwhile about digital technology, and how can it be used to enable humanity to flourish?

Another world is possible, where society is collective and humans have agency over their digital futures. But to get there we need to create a past with living value.

In part, the motivation for this book comes from observing the ahistorical nature of discussions about technology. This has, at best, led to a benign yet thoughtless form of technological optimism. “When you give everyone a voice and give people power, the system usually ends up in a really good place,” declared Mark Zuckerberg back in the early days of Facebook, with an impressive combination of naiveté and disingenuousness. At worst, and dismayingly, this sees revolutionary moments recast as cultural shifts generated by disruptive thought leaders: history understood as the march of great entrepreneurial CEOs. This kind of thinking sees the future as defined by universal progress—rather than by a messy, contradictory struggle between different interests and forces—and never driven by the aspirations of those from below. It reduces the value of human agency to entrepreneurialism and empty consumerism.

History has a role in telling us about the present but not if we use a frame that valorizes those who currently hold positions of power. We need to reclaim the present as a cause of a different future, using history as our guide.

By stitching historical ideas and moments together and applying them to contemporary problems, it is possible to create a usable past, an agenda for an alternative digital future. In times gone by, early adopters, tinkerers and utopians may have wished for—even expected—a brighter and bolder future than where we find ourselves today, and I am keen to reclaim this possibility. This book will attempt to build bridges between technologists, activists, makers, and critical thinkers, to give shape to the “us” in the question “What is important to us?”

The histories in this book are stories of action, of revolutionary thinking but also revolutionary power in practice. They are also cautionary tales and stories of defeat, from which hope can spring eternal. “Knowing that others have desired the things we desire and have encountered the same obstacles,” Brooks argued, “would not the creative forces of this country lose a little of the hectic individualism that keeps them from uniting against their common enemies?” Such an aspiration might similarly be extended toward readers of this book. The point is to use history as a guide for organizing and pursuing digital democracy collectively. On this foundation, we can start to build alternative visions of politics, law and technology.

The phrase “digital revolution” captures something of the transformative nature of the time we find ourselves in, but rhetorically also conceals the commonalities we share with the past. For this reason, it warrants a little explanation. Technology is revolutionizing how we organize production, reproduction and consumption. These changes also contain revolutionary political potential—though much of this remains unrealized—or struggles to find a form under capitalism. I therefore use the term as an accurate reflection of the changes brought about through the adoption of digital technology, but also with some skepticism regarding how fully the possibilities unleashed by this development have been explored.

We live in an age steeped in pessimism, in which phenomena like climate change threaten the lives of billions, inequality grows unchecked, and right-wing populism peddles fear and bigotry. The appetite for radical social transformation to address these trends is often lacking, but with notable exceptions. Left-wing ideas are still popular, and alternatives to capitalism are beginning to look feasible, promising and necessary. Radical proposals for universal government programs and redistribution of wealth have proven attractive to many in major social democracies. Developments in digital technology afford us some glimpses of how this might come about and how human ingenuity and cooperation have the potential to overcome profound challenges.

Marx claimed that revolutions are the locomotives of history. Revolutions transform how we live and work, junking ossified practices in favor of brighter futures. They generate an energy and change that drive us forward collectively, in a world where wealth and privilege might otherwise prefer slothful stasis. Yet, in our current age of rapid technological transformation, capitalism appears to be a constant, prioritizing selfishness over the immense human cost of greed, and squandering the potential of the digital age.

Walter Benjamin offered a reversal of Marx’s proposition: revolutions might be the act by which humanity on the train applies the emergency brake. We need social movements that collaborate—in workplaces, schools, community spaces and the streets—to demand that the development of technology be brought under more democratic forms of power rather than corporations or the state. As the planet slides further toward a potential future of catastrophic climate change, and as society glorifies billionaires while billions languish in poverty, digital technology could be a tool for arresting capitalism’s death drive and radically transforming the prospects of humanity. But this requires that we politically organize to demand something different.

If we are to explore the possibilities of digital technology, we need greater engagement between historians and futurists, technologists and theorists, activists and creatives. Synthesizing thinking across these fields gives us the best chance of a future that is fair. This is an ambitious project, especially at a time when the powers of capital and state are ranged against it. But as Vincent van Gogh reminded himself: “What would life be if we hadn’t courage to attempt anything?”
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An Internet Built around
Consumption Is a Bad Place to Live

Cityscapes, as Imagined by
Sigmund Freud and Jane Jacobs

Sigmund Freud has been described as “a frustrated archaeologist.” The idea of cities and their ruins, and the layers of history they contain, was a metaphor that he returned to repeatedly in his writing. (On a personal level, he also collected thousands of antiquities, perhaps as a kind of performative psychoanalysis.) In the opening pages of one of his later works, Civilization and Its Discontents, Freud discusses the history of a city repeatedly built and rebuilt over time, using it to represent the human mind.

Rome, for example, became the global metropolis it now is over the course of thousands of years. People had lived in the area for millennia, and the city itself began as a collection of pastoral settlements on the Palatine Hill. As villages developed on various surrounding slopes, they formed a federation of sorts before a monarchy took control of the area around 800 BCE. This eventually transformed into a republic, which grew in power and influence and ultimately extended its empire across the Mediterranean.

The modern city of Rome looks very different from how it began. But any visitor to Rome today can see evidence of its ancient history everywhere. There are the old buildings that have lasted for centuries, as modern constructions rose around them. Beneath the buildings and infrastructure lie layers of rubble and detritus from generations past. Most spectacularly, the Forum displays its ruins for all to see, a rich seam of history through the center of the city. It gives solid evidence of the long and powerful reign of the Roman Empire, even if some imagination is required to conjure a vision of its glory days.

A city like Rome has inevitably evolved around certain definitive forces of nature, such as waterways and cliffs. It is possible to transform these topographical influences with the help of diggers and dynamite. Sometimes this kind of modification of the natural world is necessary for the residents, with road tunnels hacked through mountains and sewerage pipes buried underground, but in most respects humanity concedes to the landscape.

All this, Freud surmised, is not unlike the human mind. Historical experiences build up in our heads over time, with a persistent hold over the present. Some forces that create the topography of the psyche reside in the unconscious, like natural features of a landscape, resilient and sometimes difficult to control. Other influences are a result of the social context we exist in and respond to, like buildings dilapidated and rebuilt, determining the urban structure and layout. A comprehensive picture of the human mind requires proper analysis of all these elements and how they fit together.

Freud was quick to point out the limits of such a metaphor, and on other occasions he left its significance unstated or its meaning incomplete. A more precise analogy with the human mind, Freud insisted, would involve a visitor to Rome seeing it all at once—its past and its present, with buildings of multiple temporalities visible together. Real estate in cities is almost always in short supply, whereas the human mind knows no such material limitations, so the comparison can only take us so far. But there is something in the social complexity and the historical physicality of a city that gives the metaphor an enduring appeal. Freud’s ideas, including his proposition that our minds work both unconsciously and consciously, and that they are a product of their history as well as their present, align neatly with the various influences that dictate how a city is built.

Many Freudian concepts are taken for granted today. But at the time he was writing, in the early twentieth century, they were a revolutionary approach to understanding the psyche. Questions about the intersection of agency, influence, pathology and plasticity within the mind were opened up by Freud in unprecedented ways. They are questions that help us consider how digital technology has affected our thinking and behavior. As our world becomes a place where we live and work with devices constantly at our disposal, it is worth thinking critically about how the evolution, design and regulation of digital technology bear upon our ability to build a rational psyche that is fulfilled, joyful and socially functional. Cities are planned in certain ways, to protect heritage, build sustainability and preserve amenity, so we can experience spaces differently according to our needs. They can also be designed for the purposes of social control, to limit particular interactions. Who exercises the power of design is a significant question. Given the enormous influence of digital technology on how our minds work, we need to find ways to make sure that it functions consistently with what is necessary to maintain a healthy and effective mind—the equivalent of a well-planned city.

Digital technology has put us in a bind. We have good cause to be suspicious of how much our personal engagements with it are influencing our behavior, but we are short of meaningful ways to challenge these effects. Or, as Walter Kirn put it, “if you’re not paranoid, you’re crazy.” Companies are using digital technology to collect data about us on a larger scale than ever before, in ways that are far more revealing about our inner lives. It is like occupying a city where the topography changes daily. Fewer parks and gardens, more shopping malls; less mountainous horizons, more flashing billboards. Digital technology is creating a history of our sense of self that is tightly bound up with the market: the space of our mind is increasingly being defined by our consumption, for the purposes of further consumption. As digital technology develops at a dizzying pace, integrating itself further into our personal spaces, political communities and workplaces, each new advance is used to learn more about us at more intimate levels and map the contours of our psyche more intricately, often without our knowledge.

Framing is important here. Companies collect data, rather than—as is often claimed—we give it away willingly. Both constructions of the process are technically true, in the sense that the collection of our data is impossible without our formal consent, but that provides only a very limited picture of the phenomenon. Consent is in no way meaningful when online spaces are designed around the expectation that it will be given and rarely offer users an active choice in how their data will be used or managed. It is as though obtaining consent were a mere formality, secondary to another purpose.

Corporate surveillance is creating a robust social graph of our existence. To see this as a problem of personal, individual responsibility would be to miss the broader, systemic context. For this reason, framing these discussions around the idea of privacy—understood as an inherently personal right—falls short. The idea of privacy is too often a blunt substitute for notions such as agency, spiritual nourishment, and freedom from control. Privacy, as it is commonly understood and deployed, cannot help us understand how to avoid manipulation of both our unconscious and our conscience (or super-ego as Freud would put it); it is an inadequate description of a desire for space to build a functional ego that can rationally pursue a personal direction while simultaneously navigating the various compromises of living in a society.

The Internet is not just pipes and switches, and the web is more than hypertext; cyberspace is a place in which we engage with the world, and the forces that shape this place have influence on us. The structures surrounding our personal experience online are the focus of much commercial interest and investment, so much so that any meaningful struggle to create space for our inner self, for a literal form of self-determination, has to begin with an analysis outside of the self. No one would expect to find a moment of quiet reflection in the middle of Times Square or Shibuya Crossing. But everyone would be concerned if the spaces of beauty that might be perfect for this purpose—public gardens, monuments, art galleries—were being bought up and demolished to make more space for shopping meccas and strip malls. How we engage with the world on an individual level is deeply connected to the context we find ourselves in and the social forces it represents.

There is a growing awareness of the scandalously invasive way in which we are surveilled by data miners and marketers to predict and control our behavior for the purposes of making money. Cambridge Analytica is a good example. The company harvested data from Facebook via a personality quiz taken by tens of millions of people, and their friends, by stealth. Users, civil society groups and lawmakers were outraged that Facebook could treat our information so carelessly and that this information went on to become fodder for a powerful, profitable industry.

As we learn more about the ways in which we are identified, categorized and manipulated, technology races ahead, becoming ever more sophisticated and elusive. But while some of the invasive uses of digital technology can seem overwhelming, the battle for control of our destinies has not yet been lost to the age of the data boom—there is time to take charge of these processes before they take further charge of us. By learning and ultimately understanding, we can find ways to create space for our authentic selves in the digital age.

The idea that your phone is listening to you, or that your computer is watching you, is becoming accepted as a reality of life. To many of us, our personal data might seem deathly boring or perhaps individually embarrassing, but we increasingly recognize its value to unseen, shadowy forces such as data miners and marketers. Their activities do, after all, drive the economic powerhouse of Silicon Valley and explain how companies can be worth billions of dollars while offering us services supposedly for free. In the past, data collection and consumer analysis might have happened through subscription services or loyalty card schemes, something that was opt-in. But now that we spend large amounts of time online, whether at a computer or on a smartphone, the opportunities to collect this information have exploded. The pursuit of big data has created an army of cyber vampire squids, relentlessly jamming their blood funnels into anything that smells like it could be monetized.

Perhaps most iconically, this phenomenon caught the attention of the public when Target Corporation predicted a teen was pregnant before her own parents knew. Andrew Pole, a statistician for the company since 2002, was running tests on the data the company had on consumers to figure out how to leverage this for more effective marketing. Target had long collected customers’ data and would send them personalized coupon booklets, based on past purchases, to draw them back to the store. “We do that for grocery products all the time,” a Target executive nonchalantly told the New York Times for a story in 2012. As a statistician, Pole’s objective was even more precise: find the right moment to market to consumers and change their shopping habits to win their loyalty to the store. His job was “to identify those unique moments in consumers’ lives when their shopping habits become particularly flexible and the right advertisement or coupon would cause them to begin spending in new ways.” Far and away, the most unique moment from this perspective is the birth of a baby. Babies represent a moment of flux: when old shopping habits crumble under the weight of caring for a new human, marketers have a precious chance to cultivate new behaviors.

Pole’s tests produced a number of ways to predict when a baby was due, so that marketing material could target that customer before delivery and ahead of the competition. (Birth records are usually public; if Target waited for this data to initiate its marketing campaign, it would be lost among all the other companies doing the same.) Pole’s model picked up the kinds of shopping habits that marked the beginning of a woman’s third trimester. Hence the arrival of a whole bunch of ads for maternity clothes, lotion and diapers addressed to a high-school student, to the outrage of her father, who laid into the local store manager for inappropriately encouraging his daughter to fall pregnant. The father later apologized. It turned out the company had known something before he did.

These methodologies for predicting and shaping our behavior have grown more sophisticated over the first two decades of the twenty-first century. Collection and analysis of big data about people is a well-established industry. It includes the companies collecting data (miners), those trading it (brokers) and those using it to generate advertising messages (marketers), often with overlap between all three. It can be hard to obtain reliable estimates of the size of the industry, given its complexity, but one study says that by 2012 it was worth around $156 billion in the United States and accounted for 675,000 jobs. It has undoubtedly grown since then. Like slum landlords who rent out dilapidated apartments, or greedy hotshot developers who take advantage of legal loopholes to build luxury condos, companies that trade in personal data represent the sleazy side of how digital technology is impacting the real estate of our minds. This industry uses the faux luxuries of choice and convenience to entice us to part with our data, but often what they are really selling is overpriced and dodgy.

Via desktop computers or laptops, companies can collect information about us using a variety of methods, from what you click on to how long your mouse lingers. This involves the use of cookies, stored in the browser so companies can later track where you go by pinging messages back to the company servers that left them there. Such information can then be matched to other data sets, including financial information, purchasing histories and assumptions about health conditions.

Extracting personal data from smartphones is a more complex task than from personal computers. Unlike on a computer—where we often spend our time in a single browser that quickly accumulates cookies that can be analyzed—data on smartphones is often siloed into various apps, without much engagement between them. But this data is also much more valuable: we carry our phones with us on our person almost all the time, and each device has its own unique identification number. Retailers rely on beacons to pinpoint your location and provide what analysts describe as “a more customized approach to in-store shopping.” If they can get their hands on your IP address, often via the operating system, marketers can know when you walk past a store. Lots of popular free apps also have standard terms that involve accessing significant amounts of personal data, including things like locational information, which is another way to know a user’s whereabouts if the operating system settings are turned off. These apps (flashlight apps are perhaps the most notorious) act like digital Trojan horses, with users downloading them without realizing they are a back door for data miners. The race to improve the capacity of smartphone technology to provide a richer picture of user behavior represents an important frontier for the data boom, and it is likely to be a continuing focus into the future.

This kind of tracking is also happening between devices connected to the Internet—from television set-top boxes to smart fridges. One method for cross-device identification involves the use of ultrasonic frequencies inaudible to humans. The sounds play in television or browser ads and can be picked up by smartphones. This can track what ads a person sees and, by linking devices, whether they respond to the messaging by searching for or buying a product. The potential of smart televisions to use data collected from your different devices, combined with independent data sets, is transforming the idea of personalized ads, something the advertising industry is highly enthusiastic about.

These advances make it very difficult to meaningfully know, let alone limit, what information is known about you by others. The technological infrastructure around our online behavior and our physical presence is constantly observing what we do. As the Center for Digital Democracy describes it, this cross-referencing “has effectively erased any privacy safeguards we may have enjoyed previously when we switched between devices.” Switching browser programs used to be another effective way of preventing data miners from collecting a complete picture of your activities on a computer, but this is changing. Browsers perform a range of tasks as we use them, loading graphics and using plugins, for example, and computers will have certain settings, such as a time zone, all of which are specific to individuals. Taken together, these can allow a user to be identified with over 99 percent accuracy.

The industry is also adopting various forms of biometric profiling, including using keystroke patterns. How we type is marked by minute differences, which can create a biometric profile of individuals and even be matched to emotional states. Thus you might be identified even when using an anonymized browser, such as The Onion Router (Tor), or when using a different computer. Facial recognition software is already prevalent in the retail industry, and increasingly it is being matched to other data sets and used with beacons to push advertising onto smartphones. Over time, marketing that connects our different behaviors together—on the street, in the home, at work—will be the norm.

All this together means that the data mining industry is enormous and increasingly difficult to evade. While it is easy to see how Facebook and Google obtain enormous amounts of our data, there are dozens of more shadowy companies that do the same on an even larger scale. These companies are not household names, yet they hold countless intimate details about us on their digital ledgers. We find ourselves walking through a city of private eyes and pickpockets, constantly watched by closed-circuit cameras that fade into the backdrop of urban life. This intensive examination and analysis of our behavior by private companies is what Shoshana Zuboff has called “surveillance capitalism”—companies snooping on us for the purposes of selling things. It sits on the very edge of technological development, sucking resources into its projects, and often involves obscure companies as well as mainstream platforms. Together the industry holds billions of pieces of information on billions of people. As the advocacy organization StopDataMining put it: “If iron ore was the raw material that enriched the steel baron Andrew Carnegie in the Industrial Age, personal data is what fuels the barons of the Internet age.”

One of the problems that arises in these discussions is metonymy: privacy is a single word that describes all manner of dastardly approaches to information management. It is a term often used by companies in transactional, technocratic ways, ignoring the conceptual and material implications of their approach. Secrecy, security and anonymity all describe slightly different components of privacy but regularly end up lumped together. Secrecy covers the confidentiality of a communication—that is, secrecy exists when the substance of a message is known only to the sender and the intended recipient. Security is about the integrity of communication channels and certain spaces (be they physical or cyber), to ensure they are free from invasion by uninvited parties. Perhaps most importantly for our present purposes, privacy is often used interchangeably with anonymity—that is, where information collected is separate from the name of the person it is collected from. Many companies that talk about privacy only offer in reality one, maybe two, of these guarantees. Such a promise is a fudge. Or as the Center for Digital Democracy puts it: “This is merely a ‘don’t-look-too-closely’ claim designed to head off the scrutiny their practices require.”

There are two reasons for being skeptical of the promise of “anonymous” or depersonalized data. First, on a practical level, anonymity is brittle. It is easy to identify someone using only a few data points. Way back in 2000, professor Latanya Sweeney found that 87 percent of Americans could be uniquely identified using only their ZIP code, gender, and date of birth. So, for what it’s worth, the more information companies collect and hold, even if it is held nominally separately from our name, the easier it gets for someone to reverse-engineer this to link the data to us. To protect ourselves from harm, we are dependent on companies protecting our data, even if it is de-identified or innocuous, at a time when leaks and hacks are commonplace.

Second, on a more abstract level, the protection of privacy offered by anonymity alone is minimal. Companies create identities for us based on this data, without any accountability or capacity for us to change them. Our abstract identities, if we understand that to mean our social, political and economic preferences as determined by the data collected about us, are generated and then repeatedly refined and used to determine advertising for us. Data points lead to assumptions about relevant marketing, which lead to further data points that make up your abstract identity. It creates a form of path dependency: once the vast and obscure apparatus of data-driven advertising takes a particular course, the choices it makes about you are constrained by its previous choices. These abstract identities follow us around online, even if they are not attached to our name, like zombies. They are beyond our control. In this light, the absence of a name attached to that identity offers scant protection from anything meaningful. Data collection and curation, even when done in ways that protect our anonymity, limit our freedom individually and collectively.

This process of abstract identification curtails autonomy by creating a summary of your personality—thoughts, needs, desires, and especially vulnerabilities—extracted from data generated online. Using the highly selective body of information, this process creates a history of your sense of self that serves to influence you. You are stripped of your agency; lacking the capacity to control what is known about you and by whom, your ability to make decisions for yourself is impaired.

Autonomy, then, is the other essential aspect of privacy that is rarely given its full meaning in mainstream discussion of the topic. Secrecy, security and anonymity are all important, but autonomy is too often ignored, reducing privacy to a transactional concept, depoliticizing it and confining it to the atomized individual. Allowing others to write a history of our sense of self forecloses the possible futures available to us. “Privacy is the right to a self,” declared the whistleblower Edward Snowden. “Privacy is what gives you the ability to share with the world who you are on your own terms.” It is the bridge between the individual and the social, between our selves and our context. To give the idea of privacy the richness it needs in order to be meaningful requires that we understand it collectively, as a function of power.

Many data miners and marketers are not concerned with who you are in the real world, but they are highly interested in your abstract identity (your suburb or city, for example, or your car model and make). They are not bothered about linking this to an actual name or physical presence. For the most part, they are only interested in you as a consumer, someone who buys and who can be convinced to buy; a data point that fits into collective trends or cohorts of people who behave similarly, someone who can be predicted to behave in certain ways in response to particular stimuli.

Freud’s thinking gains new relevance in this context. By understanding that our mind is made up of both a conscious and an unconscious, we can start to appreciate how our existence in the digital age is not just a matter of choice, nor is it simply driven by our own free will. Freud explored the idea that mental processes are driven by both the pleasure principle and the death drive. Our minds, he argued, are motivated by the “production of pleasure,” an observation that is easy to identify with. But we are not all simply hedonists, and to some degree we must temper our desire for pleasure with the limitations of living in a society, what Freud called the reality principle. And, he said, we also possess a self-destructive tendency, or death drive, manifested perhaps most prominently in survivors of trauma or pain who repeat thoughts and actions associated with those experiences. This comes from a desire to overcome that past event: “to work over in the mind some overpowering experience so as to make oneself master of it.” These kinds of influences on our mental processes can be subject to manipulation or intervention, be it by the analyst or by others with less therapeutic motives.

In the digital age, these features of our psychology are subject to manipulation in all sorts of ways now that our social interactions and material consumption increasingly occur online. As marketing budgets grow and companies spend more on mapping the content of our abstract identities, it starts to look like a hopelessly mismatched battle of wits. It is not that we are all dupes. When marketers know both what kind of pleasure we desire and what kind of self-destructive habits we practice, it gives them an enormous amount of power in a context in which many of these behaviors find expression online.

Freudian ideas, and the broader body of thought around psychoanalysis, provide insight, even hope. They encourage us to appreciate the power of the individual to come to know what is unknown, to identify manipulation even when it might be well concealed. Psychoanalysts argue that we have the capacity to make conscious what we have hidden or repressed in the unconscious—trauma, forbidden desire or other experiences. And the unconscious exists as “neither individual nor collective,” writes the philosopher Mladen Dolar, but rather “precisely between the two, in the very establishment of the ties between an individual (becoming a subject) and a group to which s/he would belong.” In other words, there is a dialectic process at play between the social forces that shape us and our own personality. While the data mining industry might seek to make use of this for its own commercial ends, resistance is not impossible.

A city is a conscious attempt to collectively dominate nature—to build onto the natural world so as to protect citizens against the elements. But there is also an impulse to maintain something of the natural green spaces in our urban environments, in an effort to keep cities sustainable and perhaps remind us of the vast and intricate network of life that exists in the land, water and sky all around. We will always be required to mold our temperaments to accommodate the experience of living in society, but our minds need room to breathe and space to explore possibilities of independence and collaboration, free from corporate agendas. Finding the right balance between the constructed and natural environments is a challenging task, and this holds true for our psyches also.

The most valuable consumer platforms have both the capacity to collect highly valuable personal data and the opportunity to use it to market to users at the most lucrative moments of their daily lives. These are the places in which the invisible hand of what I call technology capitalism is at work—between data miners and advertisers, with data on users as the commodity being traded.

For our present purposes, I will define technology capitalism as the leading edge of the technology industry, a system led by a class of people who are focused on orienting digital technology toward market-based systems of profit. My aim is to use the term to demarcate the active parts of this modern industry, rather than use it as a generalized description of capitalism as transformed by technology.

These platforms are the places in the digital age where personal data is centralized and then used to segregate us into different audiences of consumers.
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