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Katharine Beals, Deborah A. Dahl, Ruth Fink and Marcia Linebarger

Introduction

Language is a fundamental capability of human beings. It profoundly affects our social relationships, learning, the ability to perform most jobs, and nearly every aspect of everyday life. We celebrate the first words of babies and the early reading achievements of school-age children. We admire eloquent speakers, skilled writers, and people who have mastered several languages. Language pervades human society, and for most of us, producing and understanding language is effortless and almost unnoticed, unless something goes wrong. Although written language and sign languages attest to the fact that not all language is spoken, speech is nevertheless a critical part of communication by language for most people.

For these reasons, speech and language disorders can severely disrupt the lives of those who have the disorders, as well as the lives of their families, friends, and colleagues. Although minor disorders may only amount to an inconvenience, severe disorders can be devastating. Moreover, speech and language disorders are relatively common. According to the National Institute on Deafness and Other Communication Disorders, speech disorders affect 8% to 9% of American children, and 6 to 8 million people in the United States have some form of language impairment (National Institutes of Health, 2010). Thus, finding ways to remediate the disorders as well as help people with these disorders communicate is extremely important. Therapy with professional speech and language pathologists has been the traditional solution, but professional therapy is not always available, it can be expensive even when it is available, and it is not always covered by insurance. In addition, technology has some advantages over humans in that it never gets bored, users need not feel ashamed or embarrassed about their language disorder when talking to a machine, and computers are very good, much better than people, at detailed record keeping, which is important for monitoring improvements over time. However, as useful as software can be, it does not replace speech therapy. In an ideal situation, software should supplement speech therapy with a clinician and can even be integrated into the therapy.

For all of these reasons, many people have become interested in exploring how speech and language technologies such as speech recognition, natural language understanding, dialog processing, and text-to-speech (TTS) could be used to remediate speech and language disorders as well as to provide assistive communication technology for people with these disorders. This interest is also stimulated by recent dramatic increases in the basic capabilities of speech and language technology, the increasing power and decreasing cost of computing devices, and vastly improved development tools, making it much easier to integrate these technologies into applications.

The idea of using technology to address speech and language disorders applies to both remediation and assistive technology. Using technology in remediation can complement or substitute for feedback that a human clinician or family member could provide, or it can simply provide opportunities to practice speech and/or language in a relaxed setting without the time constraints of normal conversation. Speech and language technology in an assistive context can be used to augment or support the user’s own capabilities.

This book is about how speech and language technologies can be applied to address language disorders. Although there are many types of language disorders, we will focus specifically on aphasia and on the language disorders associated with autism, because those are our areas of expertise. However, we believe that some of the principles we discuss will apply to software used in addressing other language disorders. We will illustrate how the principles are applied by reviewing examples of software that uses speech and language technologies to address language disorders. In particular, we will describe four software programs in detail. These are (1) GrammarTrainer, which is used by children with autism to improve their sentence construction skills, (2) MossTalk Words®, which is used by adults with aphasia to improve word retrieval skills (3) SentenceShaper®, which helps people with aphasia create speech with their own voices, and (4) Aphasia Therapy System, which provides people with aphasia with detailed feedback on their descriptions of pictures. We have been involved in developing these programs, and we hope that our experiences will prove valuable to readers who are considering using, or even developing, similar software.

Since this book is about applications for speech and language disorders, we will not specifically discuss many potentially valuable applications of speech and language technology with other goals. Some types of applications that we will not discuss are software for normal language development, including reading and foreign language learning; software that addresses sensory and motor problems that affect language, such as deafness and Parkinson’s disease; or software that compensates for the effects of normal aging. While we believe that some of the technologies discussed here may well be relevant to these other populations, we focus here on specifically addressing speech and language disorders.

In addition, because this book is about speech and language technologies, we will focus on software that requires the user to actually produce speech or language and that processes the user’s speech and language. We also discuss, to a lesser extent, software based on non-linguistic inputs such as pointing (either with a mouse or with a touchscreen); for example, to match a word and a picture. There is some discussion of this approach because point-and-click software can require linguistic processing in order to decide where to point or click. Also, matching a word or sentence to the appropriate picture is relevant because it does require semantic and/or syntactic processing of the word or sentence.

In addition, many of the evaluation principles discussed in Chapter 10 apply to software that uses pointing interaction, so that chapter may also be useful for evaluating pointing-based software.

We discuss both research software and commercial products. Since applying speech and language technologies to language disorders is a relatively new area, many interesting applications have been developed by research teams at universities and hospitals. While in some cases research software may not be as polished or well-supported as commercial software, research software can have unique, cutting-edge capabilities that may be appropriate for specific users. Research software is sometimes available directly from the researchers and may represent advanced, innovative applications that are not yet available commercially. In addition, software developed by research teams is in most cases backed by theoretical principles and controlled experiments in a way that commercial software may not be. On the other hand, applicable research software may not be as easy to find as commercial software. Research software is of particular interest in this book because it is an important tool for learning what does and does not work in the process of developing software.

The best way to apply speech and language technologies to speech and language disorders is not always clear-cut at this early stage. Some areas where the best approach is not always clear are highlighted below.

How to successfully process the speech and language of atypical speakers?

Most speech and language technologies, especially speech recognition, are based on statistical methods that rely heavily on examples of speech and language (“training data”) produced by adult native speakers without speech or language disorders. Much of speech recognition’s recent success has been due to the availability of enormous amounts of this kind of data. Because of this reliance on general training data disordered speech will not match the training data and will not be recognized as well as speech from someone without a speech or language disorder. Consequently, the system will make more mistakes with disordered speech. The mismatch between what the recognizer expects and what the speaker says can be used as the basis of feedback to encourage the user to improve his/her articulation; however, in some cases, the user has actually said the right thing, but the recognizer has failed to recognize it. Chapter 8, on MossTalk Words, presents some strategies for dealing with speech recognition for atypical speech.

Focused exercises or general practice?

Remediation software can ask the user to perform focused exercises on specific topics or it can provide users with the opportunity to practice speaking and understanding language on topics of their choosing. What are the benefits of each of these strategies, and in what contexts are one or the other or a blend of strategies appropriate?

Different kinds of feedback

If feedback to the user is provided, many choices are possible about the form and detail of the feedback. Feedback is not limited to spoken feedback, but it can be provided by many means, including audio, speech, text, or a variety of forms of graphics. Focused exercises typically require some form of feedback, which can range in specificity from right/wrong to detailed information about the reasons that the user’s input was right or wrong. In many cases, however, the user may not need any feedback from the system because the user can tell, either while they are speaking or upon review, if their production was right or wrong. If system feedback is used, then it must depend on the actual processing of speech or language in order for the feedback to be accurate. We will see many examples of different kinds of feedback in this book. At one end of the spectrum, GrammarTrainer and the Aphasia Therapy System provide detailed grammatical feedback. MossTalk Words, in contrast, provides simple right/wrong feedback, and SentenceShaper does not provide any system feedback.

The importance of research

One principle that has become very clear as we have worked on this book is that there is a real need for additional quantitative research aimed at studying the most effective ways to apply speech and language technologies to language disorders. Quantitative research in this area is difficult: funding is limited, it can be difficult to recruit participants, and it can be difficult to assemble the appropriate kinds of interdisciplinary teams that are required to carry out these kinds of studies. We hope that as the tremendous potential for applying speech and language technologies to these very prevalent disorders becomes more widely recognized these problems can be overcome.

The audience

We believe that this book will be of benefit to four audiences. First are application developers, who, we hope, may find these ideas useful as they look for innovative ways that speech and language technology can be used in applications. Second are clinicians who are looking for software that may be of value to their clients. Third are students of speech-language pathology and application development. Finally, we hope that this book will also prove helpful to people with speech and language disorders themselves and their friends and family members, who may be looking for software that can address their needs.

The topics

Chapter 1, written by Deborah Dahl, is a survey of the state of the art in speech and language technologies, including speech recognition, natural language understanding, dialog processing, natural language generation, and TTS. Not all of these have been incorporated into existing therapeutic systems, but even the ones that have not yet been applied may have the potential to be used in innovative ways and new applications.

Following the discussion of technologies, we review applications of speech and language technologies in two general areas, technologies for addressing developmental language disorders and technologies for addressing aphasia.

In Chapter 2, Katharine Beals provides an overview of developmental language disorders, and in Chapter 3, Beals continues with a discussion of technology for assessment and remediation of developmental language disorders.

In Chapter 4, Beals reviews technology for task assessment, classroom accommodation, and communicative assistance of developmental language disorders. Chapter 5 discusses conclusions and caveats about developmental language technology.

Chapter 6, written by Ruth Fink, begins our discussion of aphasia with a review of the different types of naming disorders, followed by Chapter 7, which discusses software for naming disorders.

Chapter 8, by Ruth Fink and Deborah Dahl, discusses MossTalk Words, a program for remediating naming disorders due to aphasia.

Chapter 9, written by Marcia Linebarger, is about the application of speech and language technology to sentence production disorders in aphasia; she discusses Aphasia Therapy System, SentenceShaper, and other software designed to support sentence production in aphasia.

Chapter 10, written by Deborah Dahl, reviews some ways to evaluate software for speech and language disorders.

Chapter 11 summarizes the main themes that emerge from our discussion of these different technologies and populations.

Reference
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Deborah Dahl

1Overview of speech and language technologies

Abstract: This chapter provides a technical overview and description of the state of the art for current speech and language processing technologies. It focuses on the technologies that have been particularly useful in assistive and remediative applications for people with speech and language disorders. The major technologies discussed include speech recognition, natural language processing, dialog management, and text to speech. The chapter also briefly reviews other related technologies such as avatars, text simplification and natural language generation.

1.1Introduction to speech and language technologies

Speech and language technologies are technologies that allow computers to perform some of the functions of human linguistic communication – including recognizing and understanding speech, reading text out loud, and engaging in a conversation. Although human abilities to communicate with each other far outstrip the current state of the art in speech and language technologies, the technologies are progressing rapidly and are certainly suitable for application to specific, well-defined problems. There will not be a single, all-encompassing, spoken language understanding system that can be applied to every situation any time soon, but if we look at specific contexts and needs, there very well may be ways that these technologies in their current state can be extremely helpful.

The technologies that will be discussed in this chapter do not in most cases serve those with speech and language disorders directly. Rather, these technologies are more typically deployed to supply speech- and language-processing capabilities as part of applications that, in turn, are specifically dedicated to these populations.

The entire field of speech and language technologies is very broad and can be broken down into many very specialized technologies. We will focus here on the subset of speech and language technologies that show particular promise for use in addressing language disorders. The main focus will be on speech recognition (sometimes also called speech-to-text), natural language understanding, and dialog systems. However, other emerging technologies such as text simplification and natural language generation can potentially play a role in addressing speech and language disorders, so these technologies will also be mentioned briefly.

We will primarily be concerned with applications of the technologies in assistive and remediation situations. However, some of the technologies can also be applied toward other goals, for example, automatic assessment of users’ capabilities and automatic logging and record keeping for clinical and research purposes. We will also touch on these types of applications.

We will focus in this chapter on the technologies themselves, regardless of how they are used in specific applications or research projects, noting that in almost every case, basic technologies will be combined with other software (and hardware) to create specific applications.

Because speech and language technologies are modeled on human capabilities, it is useful to discuss them in the context of a complete system that models a human conversational participant; that is, an interactive dialog system. Conversations between people go back and forth between the conversational participants, each participant speaking and listening at different times. This back-and-forth pattern is called turn-taking, and each speaker’s contribution is called a turn. In the majority of normal conversations, each turn is more or less related to the previous speaker’s turn. Thus, participating in a human-human conversation requires skills in listening, understanding, deciding what to say, composing an appropriate response, and speaking. These skills are mirrored in the technologies that are used to build spoken dialog systems: speech recognition, natural language understanding, dialog management, natural language generation, and text-to-speech (TTS). For people with speech and language disorders, then, these separate technologies can potentially be applied to compensate for disorders that affect each of these skills.

Figure 1.1 is an example of a complete interactive dialog system. A user speaks or types to the system, then the natural language understanding component processes the user’s input and represents the input in a structured way so that it can be used by a computer. The dialog management component acts on the user’s input and decides what to do next. The next action might be some kind of response to the user, interaction with the user’s environment, or feedback to the user on their input. Unlike conversations between people, where the responses will almost always be linguistic, responses in an interactive dialog system can also be in the form of displayed text or graphics.



[image: images]

Fig. 1.1: Complete interactive dialog system.




As we will see in the rest of this book, these technologies can be mixed and matched in a variety of ways in different applications to address different remediation or assistive goals. As an example, Fig. 1.2 shows a simpler version of a spoken dialog system, designed to provide the user with feedback on their speech or on individual spoken words. It does not attempt to provide the user with feedback on language, so it does not require a natural language understanding component. Rather, speech is recognized, and the recognized speech is sent to the dialog management component, which then provides the user with feedback in the form of text audio output and graphical output. This system describes the general structure of MossTalk Words, discussed in Chapter 8.

    
[image: images]

Fig. 1.2: Speech/lexical feedback components.




 
[image: images]

Fig. 1.3: System for language/grammar feedback.




As another example, a system designed to provide the user only with feedback on their language would look more like the system shown in Fig. 1.3. Here the user speaks or types to the system with the intention of producing a more or less complete sentence. This kind of system is focused on providing feedback to the user on their language; although speech would be an option for input, typed input is also possible with this kind of system, if that is appropriate for the application and for the users. GrammarTrainer, an application for helping users with autism improve their grammar, discussed in Chapter 3, is a system of this kind. Users interact with GrammarTrainer with typed input.

Another system with a similar organization is the Aphasia Therapy System discussed in Chapter 9, for users with aphasia, which analyzes users spoken language and provides detailed feedback on their productions.

Another type of organization is shown in Fig. 1.4. This system allows the user to record short pieces of speech and assemble them into longer spoken sentences or series of sentences. An example of this type of system is SentenceShaper®, discussed in Chapter 8. The dialog manager in this case is simply the software that reacts to the user’s commands to record and play back speech at different levels.

The next few sections will discuss in more detail the individual technologies that comprise these systems. This material can be treated as background reading. It is useful in understanding the technologies that can be applied to speech and language disorders and their limitations, especially for developers, but readers can skip over the rest of this chapter if they are not interested in the details of the underlying technologies.



 
[image: images]

Fig. 1.4: System for user-initiated control and playback of user utterances.




1.2Speech recognition

1.2.1What is speech recognition?

Speech recognition is the technology that enables a computer to turn speech into written language. It is sometimes called “speech-to-text”. More technically, speech recognition is referred to as automatic speech recognition to distinguish it from human speech recognition. One way to think of a speech recognizer is as the software counterpart of a human stenographer or transcriptionist. The speech recognizer simply records the words that it hears, without attempting to understand them.

Speech recognition starts with capturing speech and converting it from sound, which is physically a sequence of rapid changes in air pressure, into an electrical signal that mirrors the sound, the waveform, through the use of a microphone. Perhaps surprisingly, the waveforms for what we perceive as a sequence of words do not include physical gaps corresponding to what we perceive as word boundaries. There are rarely silences between words in actual speech, and conversely, there can be silences in the middle of words that we do not perceive as silence. In addition, the same sounds can be spoken in many different ways, even though they sound to human listeners like the same sound. In addition to the speaker’s words, many additional factors can affect the actual physical sounds of speech. These include the speaker’s accent, the speaker’s age, how clearly the speech is articulated, how rapid it is, and whether the conversation is casual or formal. In addition, in the real world, speech will inevitably be mixed in with other sounds in the environment, such as noise, music, and speech from other people. One of the most difficult problems today in speech recognition research is separating the speech that a system is interested in from other sounds in the environment, particularly from other speech. For all of these reasons, the technologies behind the process of converting sounds to written words are very complex.

 
[image: images]

Fig. 1.5: Speech waveform for the word “speech” spoken three times.



As an example, Fig. 1.5 shows the waveform for the word “speech” spoken three times, with the sounds mapped to the parts of the waveform to which they correspond. Distance from the middle indicates the amount of energy in the signal at that point. Note that none of these look exactly the same, even though they were spoken by the same person at almost the same time. We can also see that the “ch” at the end of each “speech” merges into the “s” at the beginning of the next word without any actual silence (as indicated by a flat line in the waveform). Also note that the “p’s” and the “ch’s” each contain a brief introductory silence, pointed to by the arrow for the first “p”, that we do not hear as a silence.

The following discussion presents a very high level overview of how today’s speech recognition technology works. Speech recognition is the process of trying to match waveforms, as shown in Fig. 1.5, which are highly variable, to the sounds and words of a language. Because of the variable nature of the waveforms, the process of speech recognition is heavily statistical, relying on large amounts of previously transcribed speech, which provides examples of how sounds (the signal) match up to the words of a language. Basically, the recognizer is trying to find the best match between the signal and the words of the language, but mistakes, or misrecognitions, are very possible, particularly when the speech occurs under challenging conditions that make it harder to hear.

The next task in speech recognition is to analyze the waveform into its component frequencies. Speech, like all sounds, can be broken down into a combination of frequencies, referring to different rates of vibration in the sound. Frequencies are measured in terms of cycles per second, or hertz (Hz). We perceive lower frequencies as lower-pitched sounds and higher frequencies as higher-pitched sounds. The energy present in the signal at different frequencies is referred to as the spectrum.

The spectrum is more useful in speech recognition than the waveform because it shows more clearly the amount of energy present at different frequencies at each point in time. This energy is very diagnostic of the specific speech sounds (phonemes) that are being spoken.

The spectrum in Fig. 1.6 shows the word “speech” spoken three times. Time is shown on the horizontal axis, the frequencies of the different components of the signal are shown on the vertical axis, and the darkness and lightness indicates the amount of energy present in the signal at each frequency at each point in time. For example, for the three occurrences of the vowel “ee” in the three repetitions of the word “speech”, we can see bands of high energy, shown in white, continuing through the vowel. These bands, called formants, are characteristic of vowels. Less energetic regions are shown in a darker gray, and low-energy regions are shown in light gray. There is some noise present throughout the signal, shown by the diffuse light gray areas.

 
[image: images]

Fig. 1.6: Spectrum of the word “speech” spoken three times, showing the approximate location of the speech sounds.



The process of speech recognition involves looking at the properties, or acoustic features, of very short time slices, on the order of a few milliseconds, in the spectrum. The goal is to identify the actual speech sounds present in the signal. There are many types of acoustic features that can be used, including the amount of energy present at different frequencies, the relative duration of the sound, and dynamic changes in the frequency distribution of the sound. Because so many speech sounds are similar, just taking into account the acoustic features rarely defines exactly which sound was spoken. This means that for a particular waveform, there will be many alterative hypotheses about what sounds might have occurred at each point in time. To narrow down these hypotheses, the recognizer also takes into account a language model that describes the expected order of words in the spoken language. For example, a spoken sequence like “the ball is under the table" is much more probable than “under ball table the the is". If the acoustic evidence is consistent with both sequences, the recognizer will choose the more probable sequence, “the ball is under the table" as its result, or hypothesis. Different kinds of language models are appropriate for different applications of speech recognition; we will discuss these in more detail below.

1.2.2Additional information – confidence and nbest

Besides the final, most probable, hypothesis about a sequence of words, recognizers also typically provide some additional information that can be used in applications but is usually not visible to end users. Two important examples of this kind of additional information are confidence and nbest results. As we said earlier, speech recognition is a statistical process, which means it does not provide a hard and fast yes-or-no answer to the question of what the true recognition result is for a particular utterance. Confidence is a number, usually between 0 and 1, that represents the recognizer’s level of certainty that the result it provided was correct. The closer the confidence is to 1, the more certain the recognizer is of the result. This is useful because an application that receives the results from the speech recognizer can choose to treat high- and low-confidence results differently. For example, the application might ask a user to explicitly confirm a relatively low-confidence result, or it may even ignore a very low-confidence result, depending on the purpose of the application.

Similarly, although the recognizer will deliver a top choice for the recognition result, there may also be other alternative possibilities – ones with lower confidences than the top choice. These alternative possibilities are called the nbest list. An application might look at the nbest list and, if the alternatives are similar to each other in confidence, ask the user to pick one of them. For example, a user could say, “The weather is very nice today”, but the top recognition result might be “The weather’s very nice today”. If the user wants to correct that, the recognizer might offer alternative hypotheses from the nbest list for “weather’s” such as “weathers’”, “weather is”, or even “withers”.

1.2.3Types of language models

As we said earlier, speech recognition systems are constrained by language models, which represent information about the possible sequences of words that are expected in utterances in a language. Two general types of language model have been used in speech recognition.

1.2.3.1 Grammar-based language models

The first type of language model is a grammar, which is a full specification of all the sequences of words (or utterances) that can be recognized by the speech recognizer. Rather than a simple list of all the possible sequences of words, grammars are normally written in special shorthands that collapse multiple utterances in a single rule. Some common rule formats are the World Wide Web Consortium’s Speech Recognition Grammar Specification (SRGS) (W3C 2004), the Java Speech Grammar Format (JSGF), and Nuance’s GSL. (These are technically special types of grammars, called context-free grammars, or CFGs.)

Figure 1.7 shows a very simplified grammar that specifies only a few sentences, such as “the boy fed the cat” and “the girl played with the dog”. Sentences in this grammar consist of a subject, followed by a verb, followed by an object. A vertical line represents a choice, so the subject could either be “the boy” or “the girl”. This is a very simple grammar and is only an example for illustrating the concept. Real speech recognition grammars are usually much more complex and use special syntaxes that are meaningful to the speech recognizer, such as those listed above.

 
[image: images]

Fig. 1.7: A simple grammar.



Grammar-based language models are very strict and are most useful in contexts where the speech recognition task is very difficult; for example, they are typically used in systems that must recognize speech over landline telephones. The problem with grammar-based language models in most applications is that they are very unforgiving of any deviations from the expected order of words. If a sequence of words occurs in the user’s speech that is not anticipated in the grammar, the recognizer will either misrecognize the utterance as something that is actually in the grammar or alternatively, it will fail to recognize anything at all. This can be very frustrating for users, who often find it quite difficult to figure out what the system expects, especially if the application uses only speech and does not include a graphical component that can display options. Of course, the strictness of a grammar-based language model is a benefit if the goal of speech recognition is to make certain that the speaker uses an exact phrase. But this can only be done if the speaker knows what the exact required phrase is and pronounces it correctly. In some applications, this is indeed the case. Examples of this type of application are “read-aloud” applications that help people practice reading (Williams, Nix & Fairweather 2000; Kartal 2006; Scientific Learning 2015). In that type of application, the required phrase is simply the text presented to the user for reading. If the user does not say the expected phrase and speech recognition fails, that is a desirable outcome for this application. Similarly, an application for people with naming disorders can present the user with a picture and a strict grammar-based recognizer can be used to decide if the user has said the right word, correctly naming the picture. This technique is used in MossTalk Words®, discussed in detail in Chapter 8.

On the other hand, if the speaker has no way of knowing what the required phrase is, he or she can become quite frustrated in trying to figure out what to say. Even more frustrating for the speaker is when he or she does say what the system expects, but the recognizer fails to recognize it for some other reason – poor articulation due to a speech disorder, noise, or an unexpected accent, for example.

1.2.3.2 Statistical language models

The other type of language model used with speech recognition is a statistical language model (SLM). This approach is much more forgiving of unexpected inputs.

This type of model is increasingly becoming more common as the underlying accuracy of basic speech recognition technology increases. A statistical model is based on not rules, but on an analysis of large amounts of text. This analysis, called training, discovers the probability of word sequences in the text and uses those probabilities in the speech recognition process. For example, the sequence “it it the" is very unlikely to occur in normal text. In contrast, a sequence of “the” followed by an adjective or noun is much more likely. However, because the sequences of words are probabilistic, a recognizer using an SLM will not completely rule anything out; it will simply prefer the more likely sequences of words over the less likely sequences of words. Statistical models are most commonly used in applications for which it would be extremely difficult to develop a grammar, for example, dictation or web search applications, since the order of the words that might be used in dictation or web search is very hard to predict. Speech recognizers for dictation and web search include Dragon Naturally Speaking™ from Nuance, Windows Speech Recognition, Google voice search, Bing voice search, and the speech recognition used on iOS devices. They are useful for creating text and thus can help people with language disorders or motor problems that make writing difficult.

A variation of the SLM that is more constrained than a completely open dictation model is one that is specific to a particular application and is custom-built for that application by data collected from users using the application. Examples of application-specific SLMs are SLMs built for telephone applications like telephone banking applications or technical troubleshooting applications. This type of statistical model provides more constraint (and consequently will be more accurate) than a completely open dictation model but it is much less constrained than a grammar-based approach. However, developing an application-specific SLM is the most expensive approach to using speech recognition in an application, since it requires collecting and annotating a large number of utterances on the topic of the application. This is usually not feasible except for large commercial call center deployments.

Applications for users with speech and language disorders that use speech recognition are typically based on either grammars or open dictation technology, not application-specific SLMs. This is probably due to a combination of the expense of creating these types of systems and the difficulty of finding developers who can develop application-specific SLMs.

1.2.4When can speech recognition help?

Speech recognition can be used to help people with speech and language disorders in a variety of ways.

1.Speech recognition can supplement human speech and language pathologists in remediation situations by listening to the user’s speech and reacting to it – for example, by giving the user feedback on the correctness of his or her speech. Speech recognition systems are by no means as accurate as a human therapist, but speech recognition applications are less expensive and more available than speech and language pathologists, particularly if the application is installed in the user’s home or on a mobile device.

2.Speech recognition can help users create text hands-free if they can speak better than they can write.

3.
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