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INTRODUCTION

“Once in a while, we can all be fooled by something.” That is how James Mattis, a former US defense secretary and Marine general, explained why he vouched for Elizabeth Holmes and her company Theranos, served on the firm’s board of directors, and gave glowing endorsements of her character to journalists and others.1

Theranos claimed to have developed revolutionary miniature medical testing devices that used just a few drops of blood from a finger prick to perform dozens or even hundreds of different assays, most of which traditionally required a tube of blood drawn from an arm. After they told Mattis these devices would work on the battlefield, he ordered his military subordinates in Afghanistan to test the technology. But no tests were ever run, and when Theranos did start offering services to consumers, they mainly used bulky equipment made by other companies rather than their buggy new machines. The company ultimately collapsed, and Holmes was tried, convicted, and sentenced to more than eleven years in prison for defrauding investors.2

Admitting you’ve been fooled is not easy, and Mattis is right that it can happen to the best of us. But there’s a lot more to it than that. The world is filled with people who want to fool us. From Wall Street Ponzi schemes to Nigerian email scams, from chess cheaters with hidden computers to bridge cheaters with covert signaling systems, from psychic mediums preying on credulous audiences to scientific fraudsters making up results their colleagues will believe, from art forgers to deceptive marketers, traps abound. And all successful deceptions have one thing in common: They take advantage of how our minds work.

The Saturday Night Live characters Hans and Franz famously said, “Hear us now and believe us later.” The irony of their catchphrase is that by default, we don’t wait until later to believe. Humans operate with a “truth bias”—we tend to assume that what we see and hear is true until and unless we get clear evidence otherwise. We hear now, believe right away, and only occasionally check later.

Truth bias is a feature, not a bug. Most people tell the truth most of the time (or at least they do not lie deliberately), making a bias toward truth both logical and reasonable. Without a shared assumption that people generally speak the truth, we’d be unable to live together in communities, coordinate our actions, or even hold simple conversations. But truth bias is also an overarching factor that plays a critical role in every con, scam, and fraud. It is a prerequisite for almost any act of deception, and when it impairs our otherwise rational decision-making, we refer to it with terms like credulity, naivete, or gullibility.3

In the “president scam,” an audacious con made famous in the 2000s by the French-Israeli fraudster Gilbert Chikli, a midlevel manager receives a call from someone claiming to be their company’s president or CEO, who then weaves a story to talk the manager into transferring corporate funds to some plausible destination—when in fact it goes straight to the scammers. The entire trick hinges on the manager’s willingness to believe—if you don’t accept that it’s the president on the line, you’ll never fall for it. But if you start with a truth bias, a fast-talking scammer can ensnare you before you think to check.4

We’re left with a conundrum: We need to believe others, but if we trust too much, we’re in trouble—especially now. Given the ever-multiplying demands on our attention and the growth of deliberate attempts to misinform us, defaulting to belief puts us more at risk than ever. So what can we do, short of cynically and exhaustively questioning everyone and everything? Luckily, we can do a lot.

It can be tempting when learning about a simple con to think that you would never have fallen for it—or to assume that only less intelligent, less educated, or more gullible people can be victimized. But the fact is that everyone can be fooled, even the best and brightest among us. In this book, we reveal how people exploit our bias for truth—our inclination to accept too much and check too little—and we propose concrete steps we can take to bolster our defenses. We don’t offer a compendium of scams and scammers or a treatise on the history, economics, or sociology of deceit. We also don’t delve into the motivations, incentives, and emotional makeup of con artists and their victims. Rather, we explain the cognitive psychology of the cheated—the patterns of thinking and reasoning that make us all vulnerable.5

We wrote this book for several reasons. We are cognitive scientists who study what people notice and miss, what they remember and forget, and how they make decisions. In our previous book, The Invisible Gorilla, we wrote about the consequences of our mistaken intuitions about how our own minds work. As professors, we have had firsthand experiences with students who cheat on papers and exams. As researchers, we have dealt with fraud and deceptive practices within our own academic communities, even cases involving our own friends and colleagues. Because we are human beings, we have been fooled many times ourselves. Because we are psychologists, we have reflected on how it happened.6

As we immersed ourselves in this topic, we came to appreciate how widespread deception has become. Frauds of many sorts are growing in terms of both dollars stolen and victims scammed. But the story goes beyond crime. Businesses have adopted more deceptive techniques as standard operating procedure, blurring the line between legitimate and illegitimate commercial tactics. In the 2000s, for example, some hedge funds and mutual funds tolerated or even encouraged gathering and trading on inside information, sometimes using systems and codes designed to give their principals plausible deniability. Many online vendors routinely manipulate their product and business ratings on Amazon, Yelp, and other sites. Companies worth millions or billions of dollars sell nothing but tools for cheating—from bots and cheats for online games to prewritten papers and test answers for college courses. And around the world, political campaigns increasingly traffic in fake news and conspiracy theories or at best do not care whether their claims are true or false.7

Over the course of writing Nobody’s Fool, we studied hundreds of examples of deception of all sorts and applied our understanding of cognitive psychology to identify recurring features and emergent patterns. In so doing, we also considered strategies that may help people get fooled less. A critical first step, one that counteracts truth bias and is at the core of the more concrete suggestions we make throughout the book, is a simple one to remember: Accept less, check more. The challenge comes in realizing when we need to check more and figuring out how to go about it. Here’s a straightforward example of how it works.

SUPREMELY FAKE

“It’s not the tweets, it’s the retweets that get you in trouble.… You see something that looks good and you don’t investigate it.” In a social media world of fake news and political disinformation, those are wise words (and ironic ones, considering who said them). Political disinformation goes nowhere unless its recipients spread it to their friends, and they spread it to theirs, and so on—which makes it critical to short-circuit this process when it reaches us.8

One of Donald Trump’s first acts on assuming the presidency in 2017 was to nominate a successor to Supreme Court justice Antonin Scalia. He selected Neil Gorsuch, a federal appellate judge from Colorado and a longtime favorite in Republican legal circles. Within days, a friend of ours shared on Facebook a bombshell news story: “just in: All 8 Supreme Court Justices Stand in Solidarity Against Trump SCOTUS Pick.” The article stated that the eight remaining justices “agree that President Trump is completely wrong in choosing Neil Gorsuch” and that “Chief Justice John Roberts penned a letter from the Supreme Court that addressed the issues with Gorsuch’s ‘approach’ being ‘the law of the land.’”9

When we first saw the post, we were shocked by this story. A single sitting justice publicly denouncing a nominee would be unprecedented, and this article claimed that all eight of them had done so in unison. The person who posted it is, to our knowledge, intelligent and well-meaning, and we had no reason to distrust their judgment. But before clicking Like or Share, we decided to check.

The article on Neil Gorsuch, which originally appeared on BipartisanReport.com, was a typical example of what is now called “fake news.” In reality, Roberts and the other justices said nothing publicly about Gorsuch after he was nominated. But like many such stories, this one wasn’t entirely fabricated. It quoted lines from a recent Supreme Court opinion that had reversed a decision from a lower court, one that had cited one of Gorsuch’s opinions from nine years earlier. The Supreme Court often reverses lower court decisions, and doing so is not a condemnation of the judges who made them—often a reversal rests on a genuine difference of opinion or interpretation, and at worst, it is a correction of error.

We knew that the Supreme Court would not have done what the post claimed, but we felt ourselves briefly accepting the claim as true (“Wow!”) before increasing our uncertainty (“Is that really true?”). Only then did we check to make sure that we were correct in our conclusion (“No way!”).

In this case, the checking part was easy. For a claim of this magnitude, sites such as Factcheck.org and Snopes.com usually post investigations (they did), and if it were true, major news outlets on both the political left and right (New York Times, Wall Street Journal) would cover it (they didn’t). And any lawyer, no matter how partisan their politics, could have told us that the Supreme Court doesn’t work the way the Gorsuch piece said it does.

By one prominent account, truth bias exists because evolution left a quirk in the design of our minds: We automatically tag all incoming information as true, and it takes an effortful, extra step to remove that “true” tag or to replace it with a “false” tag. Had we seen the Facebook post while distracted, or without time to reflect on it, there’s some chance we might have skipped that second step and carried around a false belief, perhaps long enough to spread it to someone else.10

REMAINING UNCERTAIN

Outside the legal system, we rarely ask other people to affirm that they are telling the whole truth and nothing but the truth—and doing so would be decidedly antisocial. But asking ourselves whether a key piece of information is unquestionably true, or whether we should withhold judgment until we can verify it, can save us from the consequences of acting on a falsehood. Making a deliberate choice to remain uncertain restrains truth bias.

Scientific experiments on truth bias often take the form of a game of lie detection. Participants watch videos in which actors tell stories that are either true or false and then decide which ones they believe. In a typical experiment by the cognitive psychologists Chris Street and Daniel Richardson, for example, the participants watched eighteen videos of different people telling stories about their travels, half of which were true and half of which were lies. The results revealed a truth bias: The participants judged 65 percent of the speakers to be truthful rather than the 50 percent who actually were. However, when the participants were given a third option—to say that they were unsure—they rated just 46 percent of the stories as truthful.11

Remaining uncertain can be aversive and does not necessarily come naturally, but it is a habit we should cultivate whenever we can. We don’t need to distrust everything we hear, but we should make a practice of taking a beat, remaining uncertain, and asking ourselves, “Is that really true?”

Sometimes, simply reminding people to consider whether what they read or posted online is true can help stanch the flow of falsehoods. The psychologist Gordon Pennycook and his colleagues sent direct messages to over five thousand Twitter accounts that had recently tweeted links to stories on two partisan “news” sites. The messages presented a single headline and asked the recipients to evaluate how accurate it was—that is, they drew the recipients’ attention to the possibility that online stories might be false. The day after receiving the direct message, these accounts tweeted fewer stories from sites that fact-checkers regard as untrustworthy than they did on other days.12

Remaining uncertain can take many forms. During the 1980s, the rock band Van Halen included a curious rider in their tour contract: Each venue had to provide a large bowl of M&M’s containing a mixture of every standard color but brown. Before each show, lead singer David Lee Roth went backstage and personally checked the bowl to make sure it contained no brown M&M’s. His logic was that if the organizers failed to follow such a simple instruction, they shouldn’t be trusted to have safely installed all of the rigging, wiring, staging, lighting, and pyrotechnics for a complex show. If the organizers failed the M&M test, the band paid more attention to the staging, and in Roth’s words, “We’d line-check the entire production. Guaranteed you’re going to arrive at a technical error.”

Van Halen’s rider was what scientists might call a positive control, an extra experiment that checks whether everything is working as it should. The M&M test checked whether the local stage crews were sufficiently conscientious and attentive to detail. Of course, it wasn’t foolproof—a crew could have thrown out every single brown M&M and still made a serious mistake elsewhere. The band members couldn’t exhaustively inspect every stage detail by themselves, though, so the test was an improvement over taking the local crew’s assurances that all was well. Simple checks are never perfect, but blind acceptance is a terrible alternative. This book will help you learn to apply similar checks in your daily life to alert you to possible deception and the need for further scrutiny.

Spot-checking someone’s work before assuming that it is correct is like looking both ways before crossing the road or asking “Is that really true?”—it’s a step to help counteract truth bias. If we take note of the times when something we once accepted as true turned out to be false or misleading, we can learn when it will help to remain uncertain. Nothing will permanently immunize us against being taken in. But as with any new skill, practice gradually tunes our deception radar to alert us when we are in danger.

WHAT MAKES US ACCEPT TOO MUCH

Trying to remain uncertain can help dampen our risk of accepting too much, but just as pouring gasoline on a fire makes it burn faster, several factors act as accelerants for truth bias. In particular, the qualities of the messenger—or at least how we perceive them—can make a message unduly persuasive.

When a source presents itself as objective and fair (like faux-centrist BipartisanReport.com, which first posted the Gorsuch story), we’re more susceptible to deception. Anything presented by an authority—assuming the recipient recognizes and respects the source—has a head start on being accepted as true or worth obeying. This is one reason why a common “call-center scam” involves telling victims that they owe money to a tax authority (such as the US Internal Revenue Service), immigration agency, or other government entity and that law enforcement will come right away to serve an arrest warrant unless the bill is paid over the phone.13

The power of the source in amplifying our truth bias is even more potent when we find the storyteller to be sympathetic. That’s why people aiming to deceive us work so hard to make themselves and their stories appeal to our emotions, desires, and identities. The memoirist Binjamin Wilkomirski spun a compelling tale of surviving Auschwitz as a child that was hailed by the Guardian as “one of the great works about the Holocaust,” but it was later discovered that he had lived in Switzerland during World War II—and was not even Jewish. Similarly, a twenty-three-year-old Australian woman called Belle Gibson started a natural healing business based on her claim to have cured her own brain cancer. She had not had cancer, let alone cured it by eating the right foods, but enough people accepted her tale that she racked up over $1 million in smartphone app and book sales. Even the most sympathetic characters can be liars.14

We should be especially wary when a story is conveyed with utter certainty, because the confidence of con artists can accelerate our tendency to accept without checking. Bernie Madoff cheated investors out of tens of billions of dollars in an infamous Ponzi scheme. During the more than fifteen years that the scam was in full swing, he was questioned several times by authorities and journalists who had been tipped off to his dubious activities. According to one postmortem analysis, Madoff explained his investing success to US Securities and Exchange Commission (SEC) inspectors by saying “he could actually sit on the trading room floor, and ‘feel the market’ and know exactly when to buy and exactly when to sell. And Madoff always bought at the right price, and always sold at the right price, day after day, year after year. Inexplicably, the SEC just accepted these answers and went on.” The SEC accepted Madoff’s fatuous claims in part because of the palpable confidence with which he made them. When the financial journalist Michael Ocrant questioned Madoff about the growing suspicions about his business, he found him surprisingly forthcoming and recalled later that “there wasn’t even a hint of guilt or shame or remorse.” Just a year before his scam collapsed, Madoff calmly told a public meeting, “In today’s regulatory environment, it’s virtually impossible to violate rules. It’s impossible for a violation to go undetected, certainly not for a considerable period of time.” All else being equal, the more confidently a statement is made, the more likely it is to be believed. Paradoxically, the more convincing a speaker seems—the more correct and self-evident their arguments feel—the more we need to investigate further.15

EVERYDAY DECEPTION

Like the intricate rigging of Van Halen’s stage shows, the scams depicted in movies like Ocean’s Eleven and series like Money Heist typically involve criminal masterminds orchestrating conspiracies in secret locations with parts that must come together like clockwork to succeed. But in reality, complex, sophisticated, long-running cons like Madoff’s fake hedge fund are the exception. Most of the deception we encounter is simple and opportunistic—closer to misleading headlines than to masterful hoaxes—and it often happens in plain sight.

The nationwide college-admissions scandal in the United States, known by the code name given to the FBI’s investigation, “Operation Varsity Blues,” is a case in point. Over a period of years, a consultant named Rick Singer promised to get the children of wealthy clients and celebrities admitted to prestigious universities that might otherwise have rejected them. He bribed athletic coaches or directors to use their influence to get his clients admitted, and he fabricated credentials by Photoshopping the student into an image of someone else rowing, swimming, or playing lacrosse or by paying a stooge to take the admissions tests for the applicant. This series of simple frauds—no hidden cameras or stage sets, spy-world dead drops, or computer hacking—went undetected for years and had dozens of victims, including not only the colleges that were deceived but also the students who lost places at good schools to the children of Singer’s clients.16

Many deceptions require no conspiracy at all. One of the most infamous scientific fraudsters of all time, Dutch social psychology professor Diederik Stapel, created datasets from scratch and passed them off to his unwitting students and coworkers, who then “discovered” results supporting the hypotheses that they and Stapel had collectively developed. Stapel later confessed—and an official investigation confirmed—that he had acted alone in faking the data. When the stakes are higher—as in clinical trials of potentially lifesaving medicines for cancer, Covid-19, and other diseases—such scientist-on-scientist frauds pollute the medical literature that doctors and the rest of us rely on to make health decisions.17

Unethical journalists engage in one of the simplest forms of deception. After coming up with a good story idea—a normal step in journalism—they skip the steps of gathering information, finding sources, conducting interviews, and checking facts and just write the finished story as though they had done all those things. For a skilled writer, fake stories are not only easier to craft but often more engaging and convincing than true ones. After all, in fiction, an author can assign each character just the right traits, perfect the plotline and conflicts, and eliminate inconsistencies to make a story a little more elegant and memorable than a real one.18

Even when telling a true story, unethical writers sometimes polish the rough edges to give it a more attractive and convincing gloss. The prominent science writer Jonah Lehrer altered the facts of historical events and fabricated quotations. For example, regarding his early career struggles, the magician Teller had said, “I’d always assumed I’d spend my life happily performing in artsy-fartsy little theaters,” but Lehrer magnified Teller’s concerns into an existential crisis in the false version he published in his book Imagine: “I was definitely on the verge of giving up the dream of becoming a magician.… I was ready to go back home and become a high-school Latin teacher.” When Lehrer related the story of how pioneering social psychologist Leon Festinger infiltrated a 1950s doomsday cult that expected aliens to arrive at a particular date and time, he wrote, “When the clock read 12:01 and there were still no aliens, the cultists began to worry. A few began to cry. The aliens had let them down.” What Festinger actually observed, though, was entirely different—and more surprising: “One might have expected some visible reaction. Midnight had passed and nothing had happened.… But there was little to see in the reactions of the people in that room. There was no talking, no sound. People sat stock still, their faces seemingly frozen and expressionless.” Where Festinger described signs of confusion and uncertainty, Lehrer reported anxiety and distress.19

This type of cheating is less dramatic than a con that empties your pockets or bank account. But when these sorts of minor deceptions become business as usual—when millions of people are exposed to made-up quotations, distorted history, or fictitious scientific results—our collective trust in what should be nonfiction declines, and that adversely impacts our ability to reach rational conclusions.20

Even schemes that do take our money can be surprisingly banal at their core. FTX was a popular trading platform for cryptocurrencies like Bitcoin, and it was backed by top-tier venture capitalists and attracted users with celebrity endorsements and Super Bowl ads. Its customer agreement said, “Title to your Digital Assets shall at all times remain with you.” But when FTX filed for bankruptcy in November 2022, it was discovered that it had been sending customer deposits to a sister company called Alameda Research, which used them to fund its own trading and investment activities—that is, FTX was simply making promises and doing the opposite.21

Examples like these show that knowing when we should pause to check and what we should check for are not obvious. We can’t distrust everyone and still function in society, and we can’t personally investigate every detail. The challenge is in striking a balance. We must believe in and trust others enough to go about our lives while suspending just enough judgment to recognize when we could be fooled—when checking things out is likely to pay dividends.

HABITS AND HOOKS

Deception works when it feels like truth. In this book, we’ll argue that all successful deceptions exploit features of human thinking and reasoning that normally serve us well. Those looking to fool us don’t usually craft their plots with knowledge of cognitive psychology in mind, but the tricks they play and the scripts they follow are effective because they point directly at our weaknesses. Understanding these tendencies is central to developing our own skill at recognizing and avoiding deception.

We begin with chapters on four key cognitive habits that we all have, crucial features of how we think and reason that unfortunately can be weaponized by people who want to fool us. They include our ability to focus on the information we care about—often the information right in front of us—while ignoring distractions or irrelevant information. With experience, we develop expectations for what should happen or what incoming information should look like, and we use these expectations to automatically make predictions that are accurate much of the time. Our abilities to think and reason depend on our making fundamental assumptions about ourselves, other people, and the world around us; when these assumptions are strong enough, they constitute commitments that we rarely question or even realize we are making. And as we become practiced at any task, we increase our efficiency, meaning we develop routines, rules of thumb, and shortcuts that save us immense amounts of time and effort in making decisions. We will show in detail how each of these habits creates fertile ground for deception to take root.

The remaining chapters explore four hooks: features of the information we encounter in our daily lives that we find attractive but that can snare us. Like a compelling trailer for a movie, an enticing elevator pitch, or a musical earworm, hooks snag our interest and bias us toward accepting claims without checking them. Hooks are neither inherently good nor bad, and most things that grab our attention deserve at least some of it. But when we’re being deceived, one or more hooks are almost always misdirecting us. When the information we encounter matches or resembles what we already know and trust, we use familiarity as a signal of its truth. We rely on the consistency of information we encounter as evidence of its veracity. We associate great precision in predictions or evidence with the accuracy and truthfulness of the ideas that gave rise to them. And we are attracted to stories of potency, in which small causes have large consequences for our lives and society as a whole.

Our habits and hooks make it possible for others to deceive us (as well as for us to deceive ourselves). Most frauds, especially long-running and complex ones, exploit multiple habits and hooks and also rely on a degree of self-deception by their victims. In fact, many frauds succeed because those of us most likely to be deceived identify ourselves to the scammers, making their task easier (a point we return to in the conclusion of the book).

In each chapter, we relate stories of crimes, cons, and scams—some famous, others obscure, and a few from our own experience—that illustrate how deception capitalizes on our cognitive habits and hooks us into accepting when we should instead have checked. Some of these scams are funny. Others are poignant. Some are victimless. Others harm us all. Some are even ironic—like a deceptive study of dishonesty, a psychic who did not predict their own downfall, or an American who was scammed into helping run a “Nigerian prince” scam.22

Throughout the book, we draw upon classic and current research in cognitive psychology and the social sciences to explain why all of us are fooled at least some of the time. We describe the science behind our cognitive habits and hooks, discuss how they usually help us, and illustrate how they can be exploited. Each chapter includes maxims that encapsulate our advice for spotting those times when we should be more vigilant, along with specific questions we can ask to help detect deception before it’s too late. We hope that by learning about cognitive habits and hooks and seeing many different examples of how deception works, you’ll gradually come to accept less, check more, and avoid being fooled.

22 







PART 1

HABITS







CHAPTER 1

FOCUS—THINK ABOUT WHAT’S MISSING

We tend to make decisions using the information before us, ignoring irrelevant or distracting information. That habit of focus means we tend to neglect the importance, or even existence, of information that is absent. A tool known as a possibility grid can help us notice when we’re being misled by the information we aren’t considering.

John Edward is one of the most famous psychic mediums working today. At the height of his popularity in the mid-2000s, he hosted John Edward Cross Country, a show on the WE tv network. It opened with Edward offering a caveat: “Mediumship is not a cure for grief. It can be very therapeutic, healing, and very helpful. It can be extremely empowering when you understand the process, but if you’re looking for a reading to fix your grief, it does not. I want to be very, very clear.”1

Edward is a stocky man with close-cropped hair. On the show, he wears a black leather blazer and blue jeans. After his preamble, Edward paces a small stage holding a microphone and begins to work his magic.

“I am ready to go.… There’s a younger male energy in this section,” he says from the right of the stage, looking at the people directly in front of him. “They make me feel like this would be son, nephew, grandson. There’s a cancer connection that comes up here.” The camera shows Edward from behind and his audience in front of him. “Does this make sense? Where’s Robert, Robby, Rob? Where’s the R?”

A woman in a middle row with dark hair and a gray sweater shoots up her hand. She’s attending the taping in a group with some of her relatives. Edward asks for a microphone to be given to her.

“Robert?” he asks.

“My father,” she says.

“Passed?”

“Yes.”

“OK. Cancer?”

“No.”

“Where is the bone issue?”

“There’s two. There’s my grandfather,” she says, and then, gesturing to a man next to her, she adds, “and his mom.”

“Somebody had something that affected their bone,” asserts Edward. He is speaking directly to the woman, pointing with the same hand that holds the mic.

“His mom,” she repeats. “Bone cancer,” says the man, off mic. Now he is given a microphone of his own.

“She had bone cancer?” asks Edward.

“Yes,” says the woman.

After ascertaining that the man’s mother died of bone cancer, Edward reveals that he’s made contact: “She’s making me feel like when she passes, she passes either around or on a governmental holiday or something that would be celebratory, but for the country.”

“Um, my, my father,” stammers the woman, with a hint of a Boston accent.

“I’m seeing the American flag, so when I see that, it lets me know that we’re talking about, like, either July 4th, Veterans Day…”

“September 11th,” she interrupts.

“Did he pass in the September 11th?”

“Yes. He was a fireman.”

“Your dad is Robert; we already addressed that.”

“Yes.”

“Are you the baby girl in the family?”

“I’m the oldest.”

“OK. He’s making me feel like you’re the baby girl, like that’s how it’s coming across to me.” The woman nods. She looks like she is about to cry.

“He’s also making me feel like… is his mother still here?”

“Yes.”

“He’s telling me to acknowledge his mom. We need to make sure his mom knows that he came through. She needs a big hug. A huge hug.” The woman is now wiping away tears as they stream down her face.

“OK.”

“I always say that, as mom, there is no greater loss than the loss of a child. Don’t lose sight of that as a feeling, OK?”

Heads nod in the audience. The woman still has her tissue in hand.

This is powerful television. So powerful that it has built an empire for John Edward—books, series on multiple networks, a Las Vegas stage show, national tours, and private consultations with celebrities. Even Kim Kardashian was ecstatic to secure a few minutes in Edward’s busy schedule. With the medium’s help, she ostensibly made contact with her late father, and days later, she famously split with her second husband (after seventy-two days of marriage). But Edward’s fame has come at the price of public ridicule. The animated series South Park devoted an entire episode, titled “The Biggest Douche in the Universe,” to mocking him and debunking his claims of psychic powers. Most of you likely do not believe Edward can commune with dead people, but millions of people do believe in psychics.2

The exchange that took us five hundred words to describe lasted less than two minutes on TV. Reading through it here, you have time to think critically about what’s being said, as well as not said, and to seek alternative explanations for Edward’s professed powers. If you’re skeptical about psychics, you were probably thinking along these lines already. Yet faced with a charismatic performer in real life and made vulnerable by hope, Edward’s audience members were in a poor position to resist. We start with this “easy” example with the goal of honing your ability to spot such deceptions. Let’s look more closely at Edward’s performance.

First, most of Edward’s audience members want to believe in his abilities because he gives them the false hope that they might actually be able to communicate with a lost loved one. Their expectations, coupled with his ability to form an emotional connection with individual audience members, make it hard for them to think of the most logical explanations for what Edward does. Second, like many “psychic” performers, Edward likely gathers information about some of his audience members in advance or plants a few stooges in the seats. He can use these plants to guarantee a number of “hits” in his performance. Third, Edward is a master of the techniques magicians use when performing cold-reading mentalism demonstrations, especially the use of rapid banter. He makes his statements and decisions appear authoritative and precise by quickly discarding false leads and misstatements, giving his audience little time to ponder his mistakes and leaving them remembering only the examples and information consistent with his supposed abilities.3

Edward peppers his cold readings with vague descriptors that audience members can interpret in many different ways. He then treats their interpretation as if it were what he meant all along. He says, “She passes either around or on a governmental holiday or something that would be celebratory, but for the country,” and then treats the response of “September 11th” as if it’s consistent with his statement, even though it’s neither a celebration nor a government holiday. But it feels consistent to the person who comes up with the response. Moreover, “around a holiday” or “something that would be celebratory” covers most of the calendar—whenever their family member died, it would have been near some important date. In the moment, though, people think only of the timing of the death of their family member and not how Edward could have connected it to something else meaningful.

It’s surprisingly easy to get taken in when our attention is focused too narrowly. For example, CEOs who spend a lot of time posting about their companies on social media deflect the attention of unsophisticated investors away from other sources that might contradict their claims. In our talks and classroom lectures, we often demonstrate this idea using a much-simplified version of magician Harry Hardin’s classic Princess Card Trick. We introduce it as an example of mentalism or of the ability to read body language, but that’s just a cover story. First, we show a slide with six playing cards:
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Then we turn our backs and ask a volunteer to use a laser pointer to select one of the cards. Next we blank the screen and ask the audience to concentrate on the volunteer’s card. You can do that now. Pick one of the cards and focus on it. We turn around to face the audience, and after making a show of staring closely into the eyes of the volunteer, we say, “Now we’re going to remove your card.” We advance the slide and your card is gone:
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Impressive, right? Not if we tell you that we could not possibly remove the wrong card. We don’t really know what card you picked.4

The trick relies on the same failure of imagination that Edward exploits. When audience members focus on only the selected card, they are virtually guaranteed not to think about the other cards. Having ignored the unselected cards, they don’t realize that we’ve replaced all of the original cards, not only the selected one. They’re left only with the evidence they still have in mind, not the evidence they’re missing.

Edward succeeds because his audience members focus on the volunteer’s father, Robert, a firefighter who died on 9/11. They do not consider how easily Edward could have accommodated a different holiday, a different first name, or a different relationship in his act—just as we could have handled a different card choice.

Edward capitalizes on the difficulty we have in imagining missing alternatives and in thinking about the probability that some of his guesses will be right merely by chance. If someone died of a “bone issue,” what are the odds that it was cancer? Probably high—are there any other deadly bone issues? Yet when he says “cancer,” it seems insightful. What are the odds that someone attending his show has a dead relative named “Robert, Robby, Rob? Where’s the R?” Most attendees will have some dead relatives to whom they were close—after all, the primary purpose of his show is to commune with the dead, and the audience is self-selected. Robert is a relatively common name with many variants, but he could have worked with any “R” name (as well as Bob, Bobby, and other variants), and he fires off the options so quickly that the audience doesn’t have time to consider how many possible answers would work; instead, they focus on the one name someone actually mentions. Giving yourself hundreds of ways to be right is a great way to seem like a preternatural guesser.

People are bad at reasoning about the likelihood of seemingly rare events. Imagine you’re sitting in a meeting when you learn that you have the same birthday as one of your coworkers. Remarkable coincidence, right? Not really. If there are twenty-three people at the meeting, the odds exceed 50 percent that a pair of them will share a birthday. Yes, any individual’s birthday could be any one out of 365 days. But with twenty-three coworkers in the room, there are 253 possible pairings of two people (23 × 22 ÷ 2). Given those numbers, it doesn’t seem quite as amazing that one of those pairs would match. With a group of fifty people, you’ll find at least one match more than 95 percent of the time. Yet, as with Edward’s audience and the name that begins with “R,” when we identify a pair that happens to share a birthday, we focus on that pair and forget about all of the other potential pairs that did not result in a match.

It’s relatively harmless for Edward to affirm, under false pretenses, that people’s loved ones loved them back, but psychic claims can sometimes be insidious and harmful—which is why some critics refer to mediums as “grief vampires.” In early 2013, three women escaped from captivity in a derelict Cleveland house after having been imprisoned there for nearly a decade. Louwana Miller, the mother of one of the women, had appeared alongside the celebrity psychic Sylvia Browne on The Montel Williams Show in 2004, shortly after her daughter had disappeared. Browne told Miller that her daughter Amanda was dead and that she saw Amanda “in water.” Browne told a devastated Miller that she would meet her daughter “in Heaven on the other side.” Miller died two years later, believing her daughter was dead.5

Psychics like Browne and Edward promote their successful predictions but rarely mention their failures. When they do mention failures, it’s with a purpose. Psychologist Matt Tompkins, who is also a professional magician and an expert on the history of magical mentalism, told us that some psychics deliberately call attention to one of the many failures in their performance. By emphasizing that one failure and showing their frustration at it, they mold a narrative about their honesty and the accuracy of their performance. Audience members tend to remember that one inaccurate statement—“I can’t believe he only missed that one guess!”—and forget the many unmentioned mistakes.

HOW FOCUS LEADS US ASTRAY

People who attend a John Edward show are mostly believers, not skeptics or deniers. But any of us can be as credulous as a John Edward fan at a Cross Country taping if we find ourselves in a setting that doesn’t immediately trigger skepticism. That’s because we all tend to believe more than we should if we focus only on the information we have.

The phrase “willing suspension of disbelief,” which many of us learned when studying literature in school, refers to a suspension of critical thinking or doubt, an acceptance of a speculative premise that we would ordinarily reject, in order to understand and appreciate the rest of a work of fiction. When the narrative and the production are compelling, we don’t stop to ask why a hacker could access an alien ship’s computer using a MacBook or how changing the DNA of one animal will wind up exterminating its entire species. We don’t willingly suspend disbelief when viewing a documentary because we don’t see a need to; we expect documentaries to document, not fabricate. The same is true in everyday life. We don’t suspend disbelief because there is none to suspend. Our default stance is belief—we accept what we are told, we do not immediately disbelieve it, and we rarely if ever check it out. In our daily experiences, it is the certainty of our beliefs that we must work to suspend, not disbelief.

Many businesses and certain entire industries take advantage of this tendency, perhaps unwittingly in some cases. They release “demos” conducted in tightly controlled conditions that make their new technologies and products seem more capable than they actually are. When these demos appear to work—which they almost always do—they provide a compelling signal of truth to their viewers; it’s hard to question something you’ve seen with your own eyes. Thanks to our truth bias, we trust that what we are seeing is at least a close approximation of reality and that we’re not being deliberately misled.

For example, the robotics firm Boston Dynamics (once owned by Google) regularly releases videos of its humanoid robots doing incredible stunts, such as performing parkour moves, but no video can tell us whether the robot would succeed on an obstacle course it had never seen with objects it had never encountered. Maybe it would, but in the face of a compelling demo, we tend to assume that the performance we’re seeing is generalizable to similar settings even when we have no direct evidence, at least from the demo, that it does.6

The practice of developing computer systems capable of performing with apparent intelligence in highly constrained situations and either claiming or implying that they would work just as well in a broad range of contexts goes back at least fifty years. Sometimes the developers are not deliberately deceptive—they’re just overly optimistic about how easy it will be to improve their own technology so that it works in more situations. For decades, computer vision and robotics experts assumed that if a robot could understand a scene containing regular geometric solids (cubes, pyramids, cylinders, etc.), then the hard work would be done, and it would take just a small step to generalize that capability to natural scenes. But time after time, artificial intelligence (AI) systems fall short when making the jump from an optimized “microworld” to the real world, much as potential medicines can perform well in laboratory experiments with animals but fail in human trials. Sometimes a change as minor as tweaking the color of a single pixel in a digital image can make an object-recognition system label a ship as a car or a deer as an airplane. Demo pushers rarely acknowledge that achieving robust, reliable performance in the face of real-world complexity often requires an approach completely different from the one that worked wonderfully in the tightly curated demo environment.7

Fraudsters capitalize on this tendency to accept what we’ve seen in a short, curated experience as representative of a larger reality. Theranos put a special demonstration mode called the “null protocol” into their miniaturized blood-testing machines and used it during investor pitch meetings. After taking a tiny blood sample from a visiting dignitary, placing it in a cartridge, and inserting it into the device, the Theranos representative would tap the screen as though it were operating normally, but the device merely emitted a series of noises without actually carrying out any medical assays. The sample then was spirited away to a traditional laboratory for analysis while the marks—the investors—were taken to lunch or given a tour (which skipped the location where their blood was actually being analyzed). The entire procedure was discussed and rehearsed ahead of time. Like magicians, the Theranos executives manipulated the attention of their audiences, leading them to think they had seen something that never really happened. Even the venerable automaker Volkswagen did something similar: It programmed its cars to minimize emissions only during testing so that they would meet the required standards, a deceptive practice that led to about $40 billion in government fines.8

WHERE’S WALD?

Unlike in psychic performances or corporate presentations, most of the time we don’t need to be manipulated into paying attention to the wrong thing—we naturally focus on what’s in front of us rather than fretting about what’s not. If you spend time on social media, you will eventually come across a schematic drawing of an airplane covered with dots. Although it is often posted as nothing more than a flex to signal, “If you know this image then you’re smart like me,” when used appropriately, it is an icon that represents a basic error of reasoning. Once you know the story behind it, it can help you avoid being fooled.9

October 14, 1943, was the date of one of the more successful Allied air raids on German factories during World War II. The US Army Air Forces targeted ball-bearing factories in Schweinfurt in an attempt to disrupt the Nazi war effort. The raid, on what is now known as “Black Thursday,” achieved its goals, but at a great cost. Of the 291 B-17 bombers taking off from Britain, 77 were destroyed and only 33 returned undamaged. More than 600 of the 2,900 soldiers involved in the mission were killed or captured.

The B-17 was the most heavily used bomber in the US war effort in Europe, dropping more ordnance than any other plane, but the losses were staggering. Fortunately, the damaged planes that returned provided a rich set of data for the air forces to study in the hopes of increasing survival rates. Reinforcing the entire plane against antiaircraft fire would be infeasible—the added weight would reduce the range and cargo capacity too much. But perhaps parts of the planes could be reinforced. If the damage to the planes was random, there would be little benefit. But if the damage was systematic, affecting some parts more than others, then the army could fix the vulnerable sections, strengthen the planes, and possibly end the war sooner.

To help with this problem, the army found Abraham Wald, a Romanian-born statistician working with the Statistical Research Group at Columbia University. Wald’s work remains influential, with some of the statistical techniques he developed commonly used in psychology, economics, and other disciplines today. At the time, he was developing methods in the field of “survival analysis,” and he conducted a systematic study of the damage to B-17 planes. If the damage was entirely random, the odds that a part of the plane would be damaged should scale with the size of that part; bigger parts should be hit more often than smaller parts. The pattern Wald found was likely encouraging to the army: Some parts of the plane were disproportionately more likely to be hit than would be expected by chance.

Now, imagine that you are in charge of B-17 safety. How would you use Wald’s results? The most obvious plan would be to bolster the surfaces that take a disproportionate amount of damage—for example, adding steel plating wherever the planes are most often hit.

If that was your conclusion, congratulations! You made a possibly disastrous—if common—choice. Why? All you need to do is think about the evidence that is missing. Wald’s analyses of damage were based on the planes that managed to return. The areas more likely to have been damaged on the planes that returned were in fact less likely to be critical to a plane’s survival. What was missing is what happened to the planes that did not return. Presumably, if those undamaged areas were unimportant, you would see damage to them on the planes that returned. And if those areas were crucial to a plane’s survival, planes hit in those areas would be less likely to survive.

Wald understood this, of course. His analysis of the B-17s helped lay the groundwork for the concept now known as survivorship bias. We tend to devote more attention to cases that are still around, neglecting those that are not. That bias leads to a systematic misunderstanding of success and failure, one that is especially prevalent in business writing but that plagues many other consequential decisions. You should now be able to see the logical flaw in this statement about coronavirus vaccination by the podcaster Dave Rubin: “I know a lot of people who regret getting the vaccine. Don’t know anyone who regrets not getting it.”10

Remember the bullet-ridden airplane meme whenever you hear someone discuss what they concluded from the information they have. It should cue you to wonder about the information they’re missing, because what’s present is rarely representative of what’s not.

WOULD HUSH PUPPIES ON ANYONE ELSE’S FEET STILL SELL AS SWEET?

We all want to succeed, and emulating the habits and strategies of successful people intuitively seems like a good idea, but focusing exclusively on success stories can mislead us about what really causes success. A time-honored technique in business writing is to search a database for companies that have performed well over time and then to identify and describe characteristics those firms have in common. In fact, many business schools structure their curricula around the analysis of case studies of successful companies, leaders, and decisions. But this practice is much like studying only the planes that returned.

A particularly prominent example is the story that begins Malcolm Gladwell’s bestseller The Tipping Point. Gladwell recounts that the Hush Puppies brand of casual shoes had been languishing until 1994, when it was adopted by an influential subculture in lower Manhattan and suddenly became trendy. Annual sales jumped from 30,000 to 430,000 between 1993 and 1995. This story has been taken to show that companies can capitalize on known “influencers” to promote their brand. It seems reasonable that some consumers are more influential than others, but does it follow that successful marketing requires nothing more than providing your product to a select few who will then advertise it to the masses on your behalf?11

The Hush Puppies story actually provides no compelling evidence that hipsters who bought them drove the brand’s sudden explosion or that putting “influencers” on the payroll is a winning strategy. Determining the basis for success requires considering all underlying factors, not just one tidy possibility.

Maybe companies with better products, higher sales, and more profits are simply more likely to try the newest marketing ideas. (That is why all the breathless anecdotes about how Google pampers its workers, how Amazon runs its meetings, how Finland’s teachers plan their lessons, or how the US Navy Seals operate will tell you almost nothing about what it takes to become an elite performer in the first place.) To show that hipster marketing causes success, you’d need to conduct the business equivalent of medicine’s clinical trials by gathering a set of similar firms, randomly assigning them to adopt hipster and nonhipster strategies, and comparing the success rates across those groups. Most companies won’t go for that, of course, but the fact that evidence is hard to gather doesn’t mean you should deceive yourself into thinking you already have it.

We can think of companies and product launches like investors and stock picks—some succeed and some fail. We commonly attribute the popularity of “one-hit wonders” to chance or luck, but even sustained success doesn’t necessarily result from skill alone.

Let’s assume that any investment has a 50 percent chance of counting as a success (say, by outperforming the average stock). If we start with 1,024 people who make a blind guess, on average, half (512) would be right the first time. Half of those people (256) would be right the second time. Half of those would be right the third time, and after the tenth pick, only one person would have been right every time—purely by luck. If we knew only about that person and had no information about the 1,023 others, we might unjustifiably conclude that we had discovered a brilliant investor. To be clear, we aren’t saying that investors like Peter Lynch, Ray Dalio, and Jim Simons owe their success to luck alone—only that when thinking about success stories, we should keep in mind that most of what we hear is about people like them.12

Documenting the true causes of success requires more than a clever narrative. We have to think about the planes that never came back, the cards that weren’t picked, and the other outcomes that a psychic performer could have accommodated. We have to focus on things we normally don’t, like the shoes that didn’t sell and the companies that didn’t succeed.

TUNE IN, TURN ON, DROP OUT, AND GET RICH?

The trouble, of course, is that it’s in our nature to be attracted to—and convinced by—a good story. Stories of marketing wizards and investment geniuses sell lots of books, but when we’re drawn in by a good story, we don’t think about what it leaves out. George Lifchits, Duncan Watts, and a team of researchers in psychology, sociology, and computer science made this point in a study published in 2021. They picked a common narrative from the business media that college dropouts are unusually likely to create startup companies that turn into “unicorns,” which are privately owned firms valued at $1 billion or more.13

Bill Gates, Steve Jobs, and Mark Zuckerberg are famous examples, but they are the exceptions, not the rule. Chris, his collaborator Jonathan Wai, and their colleagues found that as of 2015, virtually all of the 253 unicorn founders and CEOs had graduated from college, and many had earned graduate degrees. By contrast, fewer than half of American adults ever earn a college degree.14

In the Lifchits study, each participant was told that there is disagreement about whether a startup company is more likely to reach unicorn status if it is founded by a college graduate or by a college dropout. They were asked to bet on which of two people, an unnamed graduate or an unnamed dropout, would be most likely to start a unicorn company. Before making their choice, though, the participants were shown either a list of five real unicorn companies whose founders had graduated from college, a list of five real unicorns started by dropouts, or no list of sample companies. Additionally, they were asked to confirm their understanding that the examples they saw had been selected to show only one kind of founder.

Of those who saw a list of successful dropouts, 68 percent bet on a dropout. But only 13 percent of those who heard about successful graduates bet on a dropout. That is, their bets were strongly influenced by the small set of selected anecdotes they had seen. Had they considered the relevance of the information they weren’t shown, they might have chosen differently. Tellingly, almost everyone justified their choice by explaining why their chosen founder was more likely to succeed rather than why the rejected founder was more likely to fail. Either justification would be valid, but when we think about the positive examples, it’s easier to think of reasons favoring them.

There was no deception in the conventional sense in this study. The researchers presented true anecdotes about real founders, but those anecdotes were not representative or typical of company founders. Similarly, disinformation campaigns can be successful—and evade conventional attempts to “fact-check” deception—without containing explicit lies or fake news as long as they choose real examples selectively enough.15

THE POSSIBILITY GRID

By now, it’s clear that we tend to make decisions using only information about the planes we see and rarely even think of the ones that didn’t come back. To be clear, drilling into what you can see is not dumb or irrational. Our ability to focus can be highly efficient and allows us to extract meaningful patterns, make inferences, and solve problems that we could not solve without the more intensive information processing that attention adds. Without focus, we could not even follow the action in a soccer game—we would see only a blur of bodies and a tiny round object ricocheting among them. But focus-based efficiency benefits us only when the object of our focus represents the full scope of the problem—when the planes that returned are just like the ones that didn’t. If we watch a soccer game by focusing only on the side that possesses the ball, we have a chance of decoding that team’s strategy, but we will learn little about what the defensive side is (or is not) doing to counter it.

This downside of focus creates one of the oldest and easiest ways for frauds, hucksters, and marketers to fool us into making bad choices. They don’t have to hide critical information from us—they only need to omit it and count on us not to think about it ourselves.

To counter this problematic mental habit, we can ask, “What’s missing?” Doing so before making a key decision reminds us to ask what information we actually need in order to evaluate the truth of what we’re being told. A simple tool known as the possibility grid can help determine precisely what important information we do not have.

Imagine a two-by-two grid. For psychic predictions, the top row contains predictions that were made, and the bottom row includes predictions that were not made. The left column includes events that actually happened, and the right column shows events that did not happen. So the top-left box would include cases in which a psychic predicted an event and that event occurred. This part of the possibility grid is what makes psychics famous—it includes all of their success stories but none of their failures.

The top-right box is for psychic predictions that didn’t come to pass: Sylvia Browne predicted that a missing child would be found dead in water, but she wasn’t.

The bottom-left corner is for the many predictions that psychics should have made but didn’t, like Sylvia Browne’s failure to predict that the missing girl would be discovered alive (or that Browne herself would be convicted for securities fraud). Thinking about this box is challenging because we pay more attention to what people do than to what they don’t do. A team led by Richard Saunders identified hundreds of consequential world events over a period of more than twenty years, none of which were predicted by prominent psychics. These included the explosion of the Columbia space shuttle, the 2004 Indian Ocean tsunami that killed more than 200,000 people, the devastating fire at Notre Dame cathedral, and the start of the Covid-19 pandemic.16

Finally, the bottom-right box contains events that no psychics predicted and that never happened (like our last book winning a Pulitzer Prize).

When we think of the full possibility grid, we see the success stories in the top-left box in the context of the other three boxes, which can leave us much less impressed by the handful of incidents or anecdotes that happen to wind up there.

In analyzing marketing success, the top row of the grid shows cases when a company tried a strategy, and the bottom row is for cases when it didn’t. The left column is for products that succeeded, and the right column is for those that failed. So when we hear the vivid, compelling story of Hush Puppies, we’re learning only about the upper-left box in which adoption by influencers was followed by increased sales. We should pause and think about companies that tried hipster marketing and failed, companies that didn’t try it and succeeded anyhow, and companies that didn’t try it and failed. Examining, estimating, or just imagining how many companies are in those other boxes, compared to the top left, will tell you whether you have any evidence that hipster marketing is linked to success.

Asking “What’s missing?” is like thinking of the bullet-ridden airplane graphic to remind us that we might be looking only at survivors, not at everyone who started out with the same mission or goal. Once we bring those other three possibilities to mind and consider the information we don’t have in front of us, it often becomes clear that instead of evidence, we have only coincidence.

Here’s an everyday example of how the possibility grid helps.
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