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CHAPTER 1

THE EMERGING DISRUPTION

ON NOVEMBER 30, 2020, DEEPMIND, A LONDON-BASED ARTIFICIAL intelligence company owned by Google parent Alphabet, announced a stunning, and likely historic, breakthrough in computational biology, an innovation with the potential to genuinely transform science and medicine. The company had succeeded in using deep neural networks to predict how a protein molecule will fold into its final shape based on the genetic code from which the molecule is constructed in cells. It was a milestone that culminated a fifty-year scientific quest and marked the advent of a new technology that was poised to usher in an unprecedented understanding of the very fabric of life—as well as a new age of medical and pharmaceutical innovation.[1]

Protein molecules are long chains in which each link consists of one of twenty different amino acids. The genes encoded in DNA lay out the precise sequence, or essentially the recipe, of the amino acids that make up the protein molecule. This genetic recipe, however, does not specify the shape of the molecule, which is critical to its function. Instead, the shape results from the way the molecule automatically folds into a highly complex three-dimensional structure within milliseconds of its fabrication in the cell.[2]

Predicting the exact configuration into which a protein molecule will fold is one of the most daunting challenges in science. The number of possible shapes is virtually infinite. Scientists have devoted entire careers to the problem, but have collectively achieved only modest success. DeepMind’s system uses AI techniques that the company pioneered in the AlphaGo and AlphaZero systems that had famously triumphed over the world’s best human competitors at board games like Go and chess. But the era of AI being primarily associated with adeptness at games is clearly drawing to a close. AlphaFold’s ability to predict the shape of protein molecules with an accuracy that rivals expensive and time-consuming laboratory measurement using techniques like X-ray crystallography offers irrefutable evidence that research at the very frontier of artificial intelligence has produced a practical and indispensable scientific tool with the potential to transform the world.

Arriving at a moment when nearly everyone on earth had likely encountered illustrations featuring the most notorious example of how a protein molecule’s three-dimensional shape defines its function—the coronavirus spike protein, a kind of molecular docking mechanism that allows the virus to attach to and infect its host—the breakthrough offered hope that we will be far better prepared for the next pandemic. One important use of the system might be to rapidly screen existing medications to find the ones likely to be most effective against a newly emergent virus, putting powerful treatments in the hands of doctors in the earliest stages of an outbreak. Beyond this, DeepMind’s technology is poised to lead to a variety of advances, including the design of entirely new drugs and a better understanding of the ways in which proteins can misfold—something that has been associated with illnesses like diabetes as well as Alzheimer’s and Parkinson’s diseases. The technology might someday be employed in a range of applications outside medicine, for example, to help engineer microbes that can secrete proteins capable of degrading waste such as plastic or oil.[3] In other words, it is an innovation with the potential to accelerate progress in virtually every sphere of biochemical science and medicine.

Over roughly the past decade, the field of artificial intelligence has taken a revolutionary leap forward and is beginning to deliver an ever-increasing number of practical applications that are already transforming the world around us. The primary accelerant of this progress has been “deep learning”—a machine learning technique based on the use of multilayered artificial neural networks of the kind employed by DeepMind. The basic principles of deep neural networks have been understood for decades, but recent dramatic advances have been enabled by the confluence of two relentless trends in information technology: First, the arrival of vastly more powerful computers has, for the first time, allowed neural networks to transition into truly capable tools. And, second, the enormous troves of data now being generated and collected across the information economy provide a resource crucial to training these networks to perform useful tasks. Indeed, the availability of data at a scale that would have once been unimaginable is arguably the single most important factor underlying the startling progress we have seen. Deep neural networks hoover up and leverage data much in the way that a massive blue whale feeds on tiny krill, scooping up vast numbers of individually insignificant organisms and then using their collective energy to animate a creature of magnificent size and power.

As artificial intelligence is successfully applied to more and more areas, it is becoming clear that it is evolving into a uniquely consequential technology. In some specific areas of medicine, for example, diagnostic AI applications are already beginning to match or even exceed the performance of the best doctors. The true power of such an innovation does not lie just in its ability to potentially outperform a single world-class physician, but rather in the ease with which the intelligence encapsulated in the technology can be scaled. Someday soon, elite diagnostic expertise will be affordably broadcast across the globe, making it available even in regions where people barely have access to any doctor or nurse—let alone to one of the world’s best medical specialists.

Now imagine taking a single, extremely specific innovation—an AI-based diagnostic tool or perhaps DeepMind’s breakthrough in protein folding—and multiplying it by a virtually limitless number of possibilities in other areas from medicine to science, industry, transportation, energy, government and every other sphere of human activity. What you end up with is a new, and uniquely powerful, utility. In essence, an “electricity of intelligence.” A flexible resource that can—perhaps someday with almost a flick of a switch—apply cognitive capability to virtually any problem we face. Ultimately, this new utility will deliver the ability not just to analyze and make decisions but to solve complex problems and even exhibit creativity.

The purpose of this book will be to explore the future implications of artificial intelligence by viewing it not as a specific innovation, but rather as a uniquely scalable and potentially disruptive technology—a powerful new utility poised to deliver a transformation that will someday rival the impact of electricity. The arguments and explanations I will put forth here draw heavily on three of my own professional experiences.

First, since the publication of my book Rise of the Robots: Technology and the Threat of a Jobless Future in 2015, I have been invited to speak about the impact of artificial intelligence and robotics at dozens of technology conferences, regional summits and corporate and academic events. I’ve traveled to more than thirty countries and have had an opportunity to visit research labs, to see demonstrations of leading-edge technology and to discuss and debate the implications of the unfolding AI revolution with technical experts, economists, business executives, investors and politicians, as well as average people who are seeing—and beginning to worry about—the changes happening around them.

Second, in 2017 I began working with a team at the French bank Société Générale to create a proprietary stock market index that would offer investors a way to benefit directly from the artificial intelligence and robotics revolution. In my role as the consulting thematic expert, I helped formulate a strategy informed by the view that AI is becoming a powerful new utility and that it will therefore generate value and transform businesses in a wide range of industries. The result was Société Générale’s “Rise of the Robots” index and subsequently the Lyxor Robotics and AI ETF [4] (exchange traded fund), which is based on the index.

Finally, throughout 2018, I had an opportunity to sit down and have wide-ranging discussions with twenty-three of the world’s foremost artificial intelligence research scientists and entrepreneurs. These men and women are truly the “Einsteins” of the field, and indeed, four of the people I spoke with have won the Turing award, computer science’s equivalent of the Nobel prize. These conversations, which delved into the future of artificial intelligence as well as the risks and opportunities that progress will bring, are recorded in my 2018 book Architects of Intelligence: The Truth about AI from the People Building It. I have drawn extensively from this unique opportunity to get inside some of the absolute brightest minds working in the field of AI, and their insights and predictions directly inform much of the material in this book.

Viewing artificial intelligence as the new electricity offers a useful model for thinking about how the technology will evolve and ultimately touch nearly every sphere of the economy, society and culture. However, there is one important caveat. Electricity is universally viewed as an unambiguously positive force. Setting aside the most dedicated hermit, it would probably be hard to find anyone living in a developed country who has reason to regret electrification. AI is different: it has a dark side, and it comes coupled with genuine risks both to individuals and to society as a whole.

As artificial intelligence continues to advance, it has the potential to upend both the job market and the overall economy to a degree that is likely unprecedented. Virtually any job that is fundamentally routine and predictable in nature—or in other words, nearly any role where a worker faces similar challenges again and again—has the potential to be automated in full or in part. Studies have found that as much as half of the American workforce is engaged in such predictable activities, and that tens of millions of jobs could eventually evaporate in the United States alone.[5] And the impact will not be limited to lower-wage, unskilled workers. Many people in white collar and professional roles likewise perform relatively routine tasks. Predictable intellectual work is at especially high risk of automation because it can be performed by software. Manual labor, in contrast, requires an expensive robot.

There continues to be a vibrant debate over the impact of automation on the future workforce. Will sufficient new, non-automatable jobs be created to absorb the workers who lose more routine work? And, if so, will these workers have the necessary skills, capabilities and personality traits to successfully transition into these newly created roles? We probably should not assume that most former truck drivers or fast food workers can become robotics engineers—or, for that matter, personal care assistants for the elderly. My own view, as I argued in Rise of the Robots, is that a large fraction of our workforce is eventually at risk of being left behind as AI and robotics continue to advance. And, as we’ll see, there are very good reasons to believe that the coronavirus pandemic and the associated economic downturn will accelerate the impact of artificial intelligence on the job market.

Even if we set aside the complete elimination of jobs through automation, technology is already affecting the job market in other ways that should concern us. Middle class jobs are at risk of being deskilled, so that a low-wage worker with little training, but who is augmented by technology, can step into a role that once would have commanded a higher wage. People are increasingly working under the control of algorithms that monitor or pace their work, in effect treating them like virtual robots. Many of the new opportunities being created are in the “gig” economy, where workers typically have unpredictable hours and incomes. All of this points to increasing inequality and potentially dehumanizing conditions for a growing fraction of our workforce.

Aside from the impact on jobs and the economy, there are a variety of other dangers that will accompany the continuing rise of artificial intelligence. One of the most immediate threats will be to our overall security. This includes AI-enabled cyberattacks on physical infrastructure and critical systems that increasingly will be interconnected and managed by algorithms, as well as threats to the democratic process and the social fabric. The Russian intervention in the 2016 presidential election offers a relatively tame preview of what might be coming. Artificial intelligence could eventually put “fake news” on steroids by enabling the creation of photographic, audio and video fabrications that are virtually indistinguishable from reality, while armies of truly advanced bots could someday invade social media, sow confusion and potentially mold public opinion with terrifying proficiency.

Throughout the world—but especially in China—surveillance systems employing facial recognition and other AI-based technologies are being used in ways that vastly enhance the power and reach of authoritarian governments and erode any expectation of personal privacy. In the United States, facial recognition systems have, in some cases, been shown to be biased on the basis of race or gender, as have algorithms used to screen resumes or even to advise judges acting within the criminal justice system.

Perhaps the most terrifying near-term threat is the development of fully autonomous weapons with the ability to kill without the necessity of a human giving specific authorization. Such weapons could conceivably be used en masse to target entire populations and would be extremely hard to defend against, especially if they fell into the hands of terrorists. This is a development that many people in the AI research community are passionate about preventing, and there is an initiative underway at the United Nations to ban such weapons.

Further in the future, we may encounter an even greater danger. Could artificial intelligence pose an existential threat to humanity? Could we someday build a “superintelligent” machine, something so far beyond us in its capability that it might, either intentionally or inadvertently, act in ways that cause us harm? This is a far more speculative fear that arises only if we someday succeed in building a genuinely intelligent machine. This remains the stuff of science fiction. Nonetheless, the quest to create true, human-level artificial intelligence is the Holy Grail of the field, and a number of very smart people take this concern very seriously. Prominent individuals like the late Stephen Hawking and Elon Musk have issued warnings about the specter of out-of-control AI, with Musk in particular setting off a media frenzy by declaring that artificial intelligence research is “summoning the demon” and that “AI is more dangerous than nuclear weapons.”[6]

Given all this, one might wonder why we should choose to open Pandora’s box. The answer is that humanity cannot afford to leave artificial intelligence on the table. Because AI will amplify our intellect and creativity, it will drive innovation across virtually every field of human endeavor. We can anticipate new drugs and medical treatments, more efficient clean energy sources and a multitude of other important breakthroughs. AI will certainly destroy jobs, but it will also make the products and services produced by the economy more affordable and available. An analysis from the consulting firm PwC predicts that AI will add about $15.7 trillion to the global economy by the year 2030—and this is all the more critical as we look forward to recovery from the massive economic crisis unleashed by the coronavirus pandemic.[7] Perhaps most importantly, artificial intelligence will evolve into an indispensable tool that will be crucial in addressing the greatest challenges we face, including climate change and environmental degradation, the inevitable next pandemic, energy and fresh water scarcity, poverty and lack of access to education.

The path forward must be to fully embrace the potential of artificial intelligence, but to do so with open eyes. The risks will need to be addressed. Specific applications of AI will need to be regulated and, in some instances, banned. All this needs to begin happening now because the future is poised to arrive long before we are ready for it.

To claim that this book will offer a “roadmap” to the future of artificial intelligence would be to engage in hyperbole. No one knows how rapidly AI will advance, the specific ways in which it will be leveraged, the new companies and industries that will arise or the dangers that will loom largest. The future of artificial intelligence is likely to be as unpredictable as it is disruptive. There is no roadmap. We will have to think on our feet. My hope is that this book will offer a way to prepare for what is to come: a guide to thinking about the unfolding revolution, separating hype and sensationalism from reality, and identifying the best ways for both individuals and our society as a whole to thrive in the future we are creating.




CHAPTER 2

AI AS THE NEW ELECTRICITY

ELECTRICITY, A FORCE THAT WAS ONCE VALUED SOLELY AS A SOURCE of entertainment in crowd-pleasing tricks and experiments, has indisputably shaped and enabled modern civilization. In a world where guaranteed access to the electrical grid is often taken for granted, it is easy to forget just how long and arduous electricity’s climb to dominance actually was. From Benjamin Franklin’s famous kite experiment in 1752, a full 127 years passed before Thomas Edison finally perfected his incandescent light bulb in 1879. From that point, things moved faster. That same year in the United Kingdom, the Liverpool Electric Lighting Act laid the groundwork for the country’s first electric street lighting, and just three years later, both the Pearl Street Power Plant in New York City and the Edison Electric Light Station in London began operating. Still, by 1925, only about half of homes in the United States had access to electric power. It took several more decades and Franklin Roosevelt’s Rural Electrification Act before electricity evolved into the ubiquitous utility that we know today.

For those of us who live in the developed world, there is virtually nothing that is not somehow touched by, or indeed made possible by, access to electric power. Electricity is probably the best—and certainly the most durable—example of a general-purpose technology: in other words, an innovation that scales across and transforms every aspect of the economy and society. Other general-purpose technologies include steam power, which produced the Industrial Revolution, but is now relegated to a few applications like nuclear power plants. The internal combustion engine was certainly transformative, but it’s now quite easy to imagine a future where gas and diesel engines are almost entirely displaced—likely by electric motors. In the absence of some dystopian catastrophe scenario, it’s almost impossible to imagine a future without electricity.

It is, therefore, an extraordinarily bold claim to argue that artificial intelligence will evolve into a general-purpose technology of such scale and power that it can reasonably be compared to electricity. Nonetheless, there are good reasons to believe that this is the path we are on: AI, much like electricity, will eventually touch and transform virtually everything.

Artificial intelligence is already impacting every sector of the economy, including agriculture, manufacturing, healthcare, finance, retail and virtually all other industries. The technology is even beginning to invade areas that we consider the most human. Already, AI-enabled chatbots provide round-the-clock access to mental health counseling. New forms of graphic art and music are being generated with deep learning technology. None of this should really surprise us. After all, virtually everything of value that human beings have created is a direct product of our intelligence—of our ability to learn, to innovate, to exhibit creativity. As AI amplifies, augments or replaces our own intelligence, it will inevitably evolve into our most powerful and widely applicable technology. Indeed, artificial intelligence may ultimately prove to be one of the most effective tools we have as we look to recover from the crisis unleashed by the coronavirus.

What’s more, it’s a good bet that artificial intelligence will rise to dominance far faster than was the case with electricity. The reason is that much of the infrastructure required to deploy AI—including computers, the internet, mobile data services and especially the massive cloud computing facilities maintained by companies like Amazon, Microsoft and Google—is already in place. Imagine how rapidly electrification might have occurred if most power plants and transmission lines had already been built at the time Edison invented the light bulb. Artificial intelligence is poised to reshape our world—and it may happen much sooner than we expect it.

AN “ELECTRICITY OF INTELLIGENCE”

The analogy to electricity is apt in that it conveys the sense that artificial intelligence will be ubiquitous and universally accessible and that it will ultimately touch and transform nearly every aspect of our civilization. There are, however, critical differences between the two technologies. Electricity is a fungible commodity that is static over both place and time. Regardless of your location or the company that supplies electric power, the resource you access through the electrical grid is essentially the same. Likewise, the electric power on offer today is little changed from what was available in 1950. Artificial intelligence, in contrast, is far less homogeneous and vastly more dynamic. AI will supply myriad and constantly changing capabilities and applications and may vary dramatically based on who exactly is supplying the technology. And as we will see in Chapter 5, artificial intelligence will relentlessly continue to advance, gaining capability and pushing ever closer to human-level intelligence, and perhaps someday beyond.

While electricity provides the power that enables the operation of other innovations, AI directly delivers intelligence—including the ability to solve problems, to make decisions and in all likelihood to someday reason, innovate and conceive new ideas. Electricity might power a labor-saving machine, but AI is itself a labor-saving technology, and as it scales across our economy, it will have enormous implications for the human workforce and the structure of businesses and organizations.

As artificial intelligence continues to evolve into a universal utility, it will shape the future in much the same way that electricity provided a foundation for modern civilization. Just as buildings and other infrastructure are designed and constructed to take advantage of the existing electrical grid, future infrastructure will be designed from the ground up to leverage the power of AI. And this idea will extend beyond physical structures to transform the design of nearly every aspect of our economy and society. New businesses or organizations will be set up to take advantage of AI from their inception; artificial intelligence will become a critical component of every future business model. Our political and social institutions will likewise evolve to incorporate and rely on this ubiquitous new utility.

The upshot of all this is that AI will ultimately achieve the reach of electricity, but it will never have the same stability or predictability. It will always remain a vastly more dynamic and disruptive force with the potential to upend nearly anything it touches. Intelligence is, after all, the ultimate resource—it is the fundamental capability that underlies everything human beings have ever created. It is difficult to imagine a development more consequential than the transformation of that resource into a universally accessible and affordable utility.

THE EMERGING HARDWARE AND SOFTWARE AI INFRASTRUCTURE

Like any utility, artificial intelligence will require an enabling infrastructure, a network of conduits that allows the technology to be universally delivered. This begins, of course, with the vast computing infrastructure already in place, including hundreds of millions of laptop and desktop computers, as well as servers in massive data centers, and a rapidly expanding universe of ever more capable mobile devices. The effectiveness of this distributed computing platform as a delivery vehicle for AI is being dramatically improved by the introduction of a range of hardware and software specifically designed to optimize deep neural networks.

This evolution began with the discovery that special graphics microprocessors, used primarily to make fast-action video games possible, were a powerful accelerant for deep learning applications. Graphics processing units, or GPUs, were originally designed to turbocharge the computations required to almost instantaneously render high-resolution graphics. Beginning in the 1990s, these specialized computer chips were especially important in high-end video game consoles, such as the Sony PlayStation and Microsoft Xbox. GPUs are optimized to rapidly perform a vast number of calculations in parallel. While the central processing chip that powers your laptop computer might have two, or perhaps four, computational “cores,” a contemporary high-end GPU would likely have thousands of specialized cores, all of which can crunch numbers at high speed simultaneously. Once researchers discovered that the calculations required by deep learning applications were broadly similar to those needed to render graphics, they began to turn en masse to GPUs, which rapidly evolved into the primary hardware platform for artificial intelligence.

Indeed, this transition was a key enabler of the deep learning revolution that took hold beginning in 2012. In September of that year, a team of AI researchers from the University of Toronto put deep learning on the technology industry’s radar by prevailing at the ImageNet Large Scale Visual Recognition Challenge, an important annual event focused on machine vision. Without relying on GPU chips to accelerate their deep neural network, it’s doubtful that the winning team’s entry would have performed well enough to win the contest. We’ll delve further into the history of deep learning in Chapter 4.

The University of Toronto’s team used GPUs manufactured by NVIDIA, a company founded in 1993 whose business focused exclusively on designing and manufacturing state-of-the-art graphics chips. In the wake of the 2012 ImageNet competition and the ensuing widespread recognition of the powerful synergy between deep learning and GPUs, the company’s trajectory shifted dramatically, transforming it into one of the most prominent technology companies associated with the rise of artificial intelligence. Evidence of the deep learning revolution manifested directly in the company’s market value: between January 2012 and January 2020 NVIDIA’s shares soared by more than 1,500 percent.

As deep learning projects migrated to GPUs, AI researchers at the leading tech companies began to develop software tools designed to jump-start the implementation of deep neural networks. Google, Facebook and Baidu all released open-source software that was free for others to download, use and update, geared toward deep learning. The most prominent and widely used platform is Google’s TensorFlow, released in 2015. TensorFlow is a comprehensive software platform for deep learning, providing both researchers and engineers working on practical applications with optimized code to implement deep neural networks, as well as a range of tools to make the development of specific applications more efficient. Packages like TensorFlow and PyTorch, a competing development platform from Facebook, free researchers from writing and testing software code to deal with arcane details and allow them to instead take a higher-level perspective as they build systems.

As the deep learning revolution progressed, NVIDIA and a number of competing companies moved to develop even more powerful microprocessor chips that were specifically optimized for deep learning. Intel, IBM, Apple and Tesla all now design computer chips with circuitry designed to accelerate the computations required by deep neural networks. Deep learning chips are finding their way into a myriad of applications including smartphones, self-driving cars and robots as well as high-end computer servers. The result is an ever-expanding network of devices designed from the ground up to deliver artificial intelligence. Google announced its own custom chip, called a Tensor Processing Unit or TPU, in 2016. TPUs are specifically designed to optimize deep learning applications built with the company’s TensorFlow software platform. Initially, Google deployed the new chips in its own data centers, but beginning in 2018, TPUs were incorporated into the servers that power the company’s cloud computing facilities, making state-of-the-art deep learning capability easily accessible to clients who utilize its cloud computing service—a development that would contribute to the dominance of what has become the single most important conduit for the widespread distribution of artificial intelligence capability.

The competition between the established makers of microprocessor chips, as well as a new crop of startups, for a share of the rapidly growing artificial intelligence market has injected a vibrant burst of innovation and energy into the industry. Some researchers are pushing chip designs in entirely new directions. The specialized deep learning chips that evolved from GPUs are optimized to speed up the demanding mathematical calculations performed by software that implements deep neural networks. A new class of chip comes much closer to mimicking the brain, largely dispensing with the resource-hungry software layer and implementing neural systems in hardware. These emerging “neuromorphic” chip designs instantiate hardware versions of neurons directly in silicon. IBM and Intel have both made significant investments in research into neuromorphic computing. Intel’s experimental Loihi chips, for example, implement 130,000 hardware neurons, each of which can connect to thousands of others.[1] One of the most important advantages of eliminating the requirement for software computation at massive scale is power efficiency. The human brain, with capability far beyond any existing computer, consumes only about twenty watts—substantially less than an average incandescent light bulb. Deep learning systems running on GPUs, in contrast, require vast amounts of electricity, and as we’ll see in Chapter 5, scaling these systems to consume ever more resources is likely unsustainable. Neuromorphic chips, with designs directly inspired by the brain’s neural network, are far less power hungry. Intel claims that its Loihi architecture is up to 10,000 times more energy efficient than traditional microprocessor chips in some applications. Once designs like Loihi enter commercial production, they are likely to be quickly incorporated into mobile devices and other applications where power efficiency is a top concern. Some AI experts go much further and predict that neuromorphic chips represent the future of artificial intelligence. One analysis from the research firm Gartner, for example, projects that neuromorphic designs will largely displace GPUs as the primary hardware platform for AI by 2025.[2]

CLOUD COMPUTING AS THE PRIMARY INFRASTRUCTURE FOR ARTIFICIAL INTELLIGENCE

Today’s cloud computing industry got its start in 2006 with the launch of Amazon Web Services, or AWS. Amazon’s strategy was to leverage its expertise in building and managing the massive data centers that powered its online shopping service by selling flexible access to computing resources hosted in similar facilities to a wide range of clients. As of 2018, Amazon Web Services operated more than one hundred data centers located in nine different countries throughout the world.[3] The growth of the cloud services provided by Amazon and its competitors has been staggering. According to one recent study, a full ninety-four percent of organizations, ranging from multinational corporations to small- and medium-sized businesses, now utilize cloud computing.[4] By 2016, AWS was growing so fast that the new computing resources that Amazon had to add to its system every day were roughly equivalent to everything the company had in place at the end of 2005.[5]

Before the advent of cloud providers, businesses and organizations needed to purchase and maintain their own computer servers and software and to employ a team of highly paid technologists to continuously maintain and upgrade the systems. With cloud computing, much of this is instead outsourced to providers like Amazon, who are able to achieve a ruthless level of efficiency by taking advantage of economies of scale. Facilities that host cloud computing servers are typically massive, encompassing hundreds of thousands of square feet in structures costing upward of a billion dollars and hosting more than 50,000 powerful servers. Cloud computing resources are often provided as an on-demand service in which clients utilize and pay for only the computing power, storage and software applications required at any given time.

Though the facilities that host cloud servers are physically of massive scale, they rely so heavily on automation that they often employ remarkably few people. Sophisticated algorithms deployed to manage nearly everything that happens inside these structures allow for a level of precision that would be impossible under direct human control. Even factors such as the vast amounts of electrical power consumed by the facilities and the need to provide cooling to offset the massive amounts of heat generated by tens of thousands of servers are often optimized from moment to moment. Indeed, one of the first practical applications of DeepMind’s AI research was a deep learning system that could optimize the cooling systems in Google’s own data centers. DeepMind claims their neural network, which was trained on a trove of data collected from sensors distributed throughout Google’s hosting facilities, has been able to cut the energy used for cooling by up to forty percent.[6] Algorithmic control has produced real benefits. A study published in February 2020 found that “while the amount of computing done in data centers increased by about 550 percent between 2010 and 2018, the amount of energy consumed by data centers only grew by six percent during the same time period.”[7] All this automation, of course, has an impact on employment. The transition to cloud computing and the resulting evaporation of huge numbers of jobs held by technical experts who once managed computing resources maintained by thousands of individual organizations likely made a significant contribution to the dampening down of the technology jobs boom that occurred in the late 1990s.

The cloud computing business model is highly lucrative and competition among the major providers is intense. AWS is far and away the most profitable part of Amazon’s operations, with margins far in excess of the company’s e-commerce activities. In 2019, revenue from AWS grew thirty-seven percent to $8.2 billion, and the cloud service accounted for about thirteen percent of the company’s total earnings.[8] Amazon’s AWS remains the dominant force, with roughly a third of the overall cloud computing market. Microsoft’s Azure service, established in 2008, and Google Cloud Platform, launched in 2010, also have significant shares of the market. IBM, the Chinese e-commerce giant Alibaba and Oracle are likewise important players.

Governments as well as businesses are now highly dependent on cloud computing. In 2019, the complexities and partisan tensions inherent in this reliance were thrust into the limelight when the Pentagon’s JEDI project turned into a political football. JEDI, an acronym for the Joint Enterprise Defense Infrastructure project, is a ten-year, $10 billion contract to host massive quantities of data and to provide software and artificial intelligence capability to the U.S. Department of Defense. The first kerfuffle occurred at Google, when its employees—who tend to have views positioned pretty far left on the political spectrum—objected to the company’s plans to bid for the defense-related contract. Employee protests eventually led Google to take itself out of the running, and the company withdrew just three days before bids on the JEDI contract were due.[9]

Eventually, the Pentagon awarded the project to Microsoft Azure, but Amazon, which because of its leadership in the sector was seen as the most likely winner, immediately claimed the decision was politically motivated. Amazon filed a lawsuit in December 2019 claiming the decision was improperly biased because of President Donald Trump’s overt animosity toward Amazon CEO Jeff Bezos. Bezos also owns the Washington Post, which has been highly critical of the Trump Administration. In February 2020, a federal judge issued an injunction temporarily blocking award of the contract to Microsoft.[10] A month later, the Department of Defense said it would reconsider its decision.[11]

All this offers a pretty vivid illustration of just how ferocious, and in some cases politically fraught, the battle for the cloud computing market is certain to be going forward. And at the very center of that competitive dynamic stands the artificial intelligence capability that has become an ever more critical component of the services offered by the leading cloud computing providers. The commercial importance of deep learning was initially demonstrated through the tech giants’ efforts to deliver their own leading-edge consumer and business services. Neural networks running on specialized hardware within internal data centers, for example, power Amazon’s Alexa, Apple’s Siri and Google’s Assistant and Translate services. From this starting point, deep learning capability has now fully migrated into the cloud services offered by these companies, and it has emerged as one of the most important parameters along which the providers differentiate themselves. Google, for example, has leveraged the popularity of its TensorFlow platform by offering its cloud clients direct access to powerful hardware built from its TPU chips. Amazon, in turn, provides deep learning capability utilizing the latest GPUs and lets its clients run applications created using TensorFlow or a variety of other machine learning platforms. Indeed, Amazon claims that eighty-five percent of cloud AI applications developed with Google’s TensorFlow actually run on its own AWS service.[12]

Among the major cloud companies, there is a relentless drive to offer more flexibility and better tools and to rapidly respond to any advantage gained by a competitor. In one recent example of innovation at the technical frontier, Intel made an experimental neuromorphic computing system available via the cloud in March 2020. The system, built from 768 of Intel’s brain-like Loihi chips, contains one hundred million hardware neurons—roughly equivalent to the brain of a small mammal.[13] If such architectures prove effective, a neuromorphic battle between the major cloud providers is certain to unfold in short order. As the companies strive to one-up each other and capture a larger share of the ever-increasing market for AI-oriented computing resources, the result has been the emergence of a cloud ecosphere built from the ground up to deliver artificial intelligence.

Microsoft’s 2019 billion-dollar investment in the AI research company OpenAI—which along with Google’s DeepMind is a leader in pushing the frontiers of deep learning—offers a case study in the natural synergy between cloud computing and artificial intelligence. OpenAI will be able to leverage massive computational resources hosted by Microsoft’s Azure service—something that is essential given its focus on building ever larger neural networks. Only cloud computing can deliver compute power on the scale that OpenAI requires for its research. Microsoft, in turn, will gain access to practical innovations that are spawned by OpenAI’s ongoing quest for artificial general intelligence. This will likely result in applications and capabilities that can be integrated into Azure’s cloud services. Perhaps just as importantly, the Azure brand will benefit from an association with one of the world’s leading AI research organizations and better position Microsoft to compete with Google, which enjoys a strong reputation for AI leadership, in part because of its ownership of DeepMind.[14]

This synergy extends far beyond this single example. Virtually every important initiative in AI, ranging from university research labs to AI startups to practical machine learning applications being developed in large corporations, increasingly relies on this nearly universal resource. Cloud computing is arguably the single most important enabler of the evolution of artificial intelligence into a utility that is poised to someday become as ubiquitous as electricity. Fei-Fei Li, the architect of the ImageNet dataset and competition that became a catalyst for the deep learning revolution, took a sabbatical from her current position at Stanford to act as Google Cloud’s chief science officer from 2016 to 2018. She puts it this way: “If you think about disseminating technology like AI, the best and biggest platform is a cloud because there’s no other computing on any platform which humanity has invented that reaches as many people. Google Cloud alone, at any moment, is empowering, helping, or serving billions of people.”[15]

TOOLS, TRAINING AND THE DEMOCRATIZATION OF AI

The evolution of cloud-based artificial intelligence into a general utility is being accelerated by the emergence of new tools that make the technology accessible to a wide range of people who don’t necessarily have highly technical backgrounds. Platforms such as TensorFlow and PyTorch do make it easier to build deep learning systems, but they are still by and large used by highly trained experts, often with PhDs in computer science. New tools such as Google’s AutoML, introduced in January 2018, largely automate many of the technical details and lower entry barriers substantially, giving far more people the opportunity to utilize deep learning to solve practical problems. AutoML essentially amounts to deploying artificial intelligence to create more artificial intelligence and is part of a trend that Fei-Fei Li calls “the democratization of AI.”

As always, competition between the cloud providers is a powerful driver of innovation, and Amazon’s deep learning tools for the AWS platform are likewise becoming easier to use. Along with the development tools, all the cloud services offer pre-built deep learning components that are ready to be used out of the box and incorporated into applications. Amazon, for example, offers packages for speech recognition and natural language processing and a “recommendation engine” that can make suggestions in the same way that online shoppers or movie watchers are shown alternatives that are likely to be of interest.[16] The most controversial example of this kind of prepackaged capability is AWS’s Rekognition service, which makes it easy for developers to deploy facial recognition technology. Amazon has come under fire for making Rekognition available to law enforcement agencies, given that some tests have suggested the package can be susceptible to racial or gender bias—an ethical issue we will examine more closely in Chapters 7 and 8.[17]

A second crucial trend is the arrival of online training platforms that allow anyone with sufficient initiative and mathematical ability to achieve basic competence in deep learning. Examples include deeplearning.ai, which is offered through the online education platform Coursera, and fast.ai, which offers completely free online courses and software tools that make deep learning more accessible.[18] In an employment landscape where the path to the upper middle class nearly always requires formal credentials obtained through massive investments of time and money, becoming a deep learning practitioner—at least in the current environment, where demand for workers far outstrips supply—is a rare exception. Anyone who can successfully complete the online course work and demonstrate proficiency working with deep neural networks has a good shot at launching a lucrative and rewarding career.

As both training and tools get better and as more developers and entrepreneurs begin to deploy AI applications, we are likely to see a kind of Cambrian explosion as the technology is applied in a myriad of different ways. Something similar has occurred on other major computing platforms. I was running a small software company in Silicon Valley in the 1990s when Microsoft Windows emerged as the dominant platform for personal computers. Initially, Windows application development was a highly technical affair involving the C programming language and thousand-page manuals packed with arcane details. The emergence of easier-to-use tools, including highly accessible development environments like Microsoft’s Visual Basic, dramatically expanded the number of people who could engage in Windows programming and soon led to an explosion of applications. Mobile computing has followed a similar trajectory, and both Apple’s App Store and the Android Play Store now offer a seemingly infinite number of apps to address nearly any conceivable need. The same sort of explosion is likely coming to artificial intelligence, and more specifically to deep learning. The emergence of AI as the new electricity will, for the foreseeable future, be driven by an ever-expanding spectrum of specific applications rather than any more general machine intelligence.

AN INTERCONNECTED WORLD AND THE “INTERNET OF THINGS”

The final piece of the “artificial intelligence as the new electricity” puzzle is vastly improved connectivity. The most important driver of this is likely to be the roll out of fifth-generation wireless service (or 5G) in the coming years. 5G is expected to boost mobile data speeds by at least a factor of ten—and perhaps as much as one hundred—while dramatically increasing network capacity so that bottlenecks are largely eliminated.[19] This will lead inevitably to a far more interconnected world where communication happens almost instantaneously. We can imagine that virtually everything—including devices, appliances, vehicles, industrial machinery and a great many elements of our physical infrastructure—will all be interconnected and often monitored and controlled by smart algorithms running in the cloud. This vision of the future has been dubbed the “Internet of Things” and is poised to usher in a world where, for example, sensors in your refrigerator or elsewhere in your kitchen detect that you’re running low on a particular item and then relay that information to an algorithm that alerts you or perhaps even automatically places the necessary online order. If the refrigerator isn’t running optimally, another algorithm will often be able to accomplish an automated or remote resolution. A part that is about to fail will be identified and flagged for replacement. Scaling this model across our entire economy and society is likely to deliver enormous efficiency gains as machines, systems and infrastructure automatically diagnose, and often fix, problems as they arise. The Internet of Things will, in many ways, be like unleashing the algorithms that currently operate cloud data centers with a superhuman level of efficiency to run the wider world. All this will, however, also bring with it some very real risks, especially in the areas of security and privacy, and we will focus on these critical issues in Chapter 8.

This ever more connected world will evolve into a powerful platform for the delivery of artificial intelligence. For the foreseeable future, the most important AI applications will be centered in the cloud. However, over time machine intelligence will gradually become more distributed. Devices, machines and infrastructure will become smarter and smarter as they incorporate the latest specialized AI chips. This is where innovations like neuromorphic computing are likely to have a big impact. The upshot of all of this is a powerful new utility carrying the ability to deliver machine intelligence on demand virtually everywhere.

THE VALUE IS IN THE DATA

As the major cloud providers compete on the basis of both price and the capability of their technology, the cost of accessing the hardware and software that enables artificial intelligence seems certain to fall. At the same time, the AI services available through the cloud will be continuously upgraded as the tech giants strive to gain a competitive advantage by incorporating the latest innovations generated by researchers working at the field’s frontier. As all this progresses, even the most advanced AI technologies will become increasingly commoditized and available at little or no cost beyond what cloud computing clients pay to host their data. Indeed, there is evidence of this already. Companies like Google, Facebook and Baidu have all released their deep learning software in open-source form; in other words, they give it away for free. This is also true of the most advanced research conducted by organizations like DeepMind and OpenAI. Both publish openly in leading scientific journals and make the details of their deep learning systems available to everyone.

There is one thing, however, that no company gives away for free: its data. This means that the powerful synergy between AI technology and the vast quantities of data it consumes will inevitably be skewed in one direction. Nearly all the value generated will be captured by whoever owns the data. This widely recognized reality often leads to the assumption that the tech giants will completely dominate any sphere that intersects with big data or artificial intelligence. However, this overlooks the fact that data ownership is clearly verticalized by industry and economic sector. Companies like Google, Facebook and Amazon do, of course, control unimaginable troves of data. However, it is generally limited to areas like web search, social media interactions and online shopping transactions. In these arenas, the established companies are likely to remain dominant, but far more data of completely different kinds resides across the economy and society, under the control of governments, organizations and businesses in other industries.

It’s often said data is the new oil. If we embrace this analogy, then it’s fair to say that the tech companies in many ways fulfill a role similar to that of perhaps Halliburton, offering the technology and know-how required to extract value from the resource. The tech giants do, of course, also control huge data reserves of their own, but still the lion’s share of this ever-expanding global data resource lies in the hands of others. Businesses like health insurers, hospital networks and, of course, government-managed national health services control data of immense value. To be sure, they will employ the latest AI technology developed by the big technology companies and delivered through the cloud, but they will largely retain the value extracted from their data. The same will be true of the massive amounts of data generated by financial transactions, travel bookings, online reviews, customer movements within physical retail stores and operational data generated by a myriad of sensors built into vehicles and industrial machinery. In each case, the ubiquitous new utility of machine intelligence will be applied to specific types of data owned by entities distributed across the economy.

One important implication of this is that much of the value derived from the application of artificial intelligence will be captured by entities beyond the obvious candidates within the technology sector. The enormous benefits from leveraging AI will be distributed widely. Again, an analogy to electricity is useful here. Who generates the most value from electricity? Is it electric utilities? Or the nuclear power industry? No, it’s companies like Google and Facebook that consume massive amounts of electricity and have discovered ways to transform this ubiquitous commodity into fantastic value. The analogy is, of course, not perfect, and without doubt, immense value and power will reside in those companies that innovate on the frontier of artificial intelligence and deliver this ever-improving resource. But most of the benefits that arise from the application of AI—especially as it increasingly resembles a commoditized utility—are likely to accrue elsewhere.

While the value created by artificial intelligence will be distributed widely across economic sectors, the reverse may well turn out to be true within a given industry.
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