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Preface

In the field of computational natural – language processing, metaphor has gone from being almost ignored to being a “hot – or at least warm – topic.” My first foray into metaphor research was an outlier, one reason being that natural-language processing seemed difficult enough without attempts to interpret metaphor. In recent decades, there has been more awareness of the role of metaphor in what we consider ordinary or conventional language. Computational processing has followed suit, addressing mainly conventional metaphor, either with models which are partially semantics – based, or alternatively, with probabilistic approaches.

However, metaphor can also enable us to see things in a new or unconventional way. My intent in writing this book is mainly to suggest the extent to which a semantics – based model with a simple mechanism could (approximately) paraphrase both conventional and novel metaphor. But I hope that the book will also: provide an introduction for people outside of the field of natural – language processing who have an interest in factors underlying metaphor understanding; point to common ground and differences between my model and those of other researchers; and at least partially address the question of limits to computational analysis of metaphor.

My own metaphor research started through the back door. As I worked with Roger Schank’s conceptual dependency representations for natural – language processing as a graduate student decades ago, it became obvious to me that these representations, while at an appropriate “conceptual” level for an interlingua for various purposes including paraphrase and translation, could be factored differently. That is, a slightly more “abstract” or reductionist view could show analogies that revealed themselves in conventional language – specifically through structural aspects that are invariant across physical and nonphysical domains. Such analogies were demonstrated early on by linguists as well, though with limited scope, as described in Chapter 3. With this answer in search of a question, I landed serendipitously on metaphor, and much of my work on verbal metaphor dates from this time.

I say “serendipitously,” because analyzing metaphor was not just another obvious aspect of computational language processing. If the recognition and exploitation of patterns is a mark of creativity, then it seems that no cognitive phenomenon has wider creative application than metaphor and analogy, which is potentially involved in everything from scientific models through dreams to theatric plot invention. (Sadly, I have no qualifications to include these in this book.) Aside from a couple of other research detours, then, metaphor has been a continually interesting topic for me.

Most other computational approaches to metaphor in recent decades have focused on conventional metaphor, some of which efficiently use knowledge of known metaphors or of specific domains to interpret metaphors previously unseen, but with less attention to metaphor that can be considered novel. As the analyses in this book serve the goal of a wide scope, rather than being constrained to one or two domains, the material presented in the book is not a blueprint ready for general application. With its “breadth rather than depth” orientation with respect to domains, it is based rather on an interest in how metaphors work, whether embedded in everyday language or creative. The method, then, rather than relying on human or computerized 2 observations of usage, is one of systematic determination of elements of metaphor that can be formalized for basic literal paraphrases. The given paraphrases generated from the basic symbolic components may reveal what is missing from the interpretation, suggesting to any language user which components work and which do not.

With an interdisciplinary focus, the observations are often elementary and the style only minimally technical. Following general observations on metaphor and its processing by computers in Chapter 1, Chapter 2 shifts to a picture of the field of semantics – based computational methods of other researchers. Readers not familiar with computational metaphor analysis efforts may choose to leave Chapter 2 until the end or as reference when the work of these other researchers is used for comparison in later chapters.

Chapter 3 turns to my earlier research to include both the outline of the model to be described and some linguistic research that is relevant to it. In preparation for a narrower focus on cross – modal metaphors, which involve nonphysical domains, Chapter 4 presents the role of abstraction, with its interesting connections to cognition and mathematics. The representations and interpretation process for verbal phrases of this type are presented in Chapter 5. Representations for verbs described in Chapter 5 are used in Chapter 6 to represent predicates that are potentially salient to the interpretation of metaphorically used nominals.

Chapter 7 turns to consideration of a different type of figurative language, idioms, using representations similar to those of metaphoric phrases to interpret both simple and novel idiom modifications. Chapter 8, given the perspective of the presented work, offers a consideration of the extent to which metaphoric interpretations are computationally possible.

Both individuals and organizations have helped to support pieces and earlier versions of this work. I am indebted to Roger Schank, without whom none of this work would have happened. Robert Hoffman promoted my early interest in metaphor across disciplinary lines. The U.S. – Germany Fulbright program supported the rewarding collaboration I experienced at the University of Erlangen – Nuremberg, working on metaphoric idioms with Ingrid Fischer and Ricarda Dormeyer. I am grateful for the support of Prof. Hans Juergen Schneider of the Universty of Erlangen-Nuremberg, Dan Fass, and the Computer Science Department of the University of New Hampshire. Sons Patrick and Kevin deserve an enthusiastic mention. A nod also to the stimulating (pun intended) working environment of Breaking New Grounds in Durham. Finally, and most of all, thanks go to Bob Russell for his support in all possible ways.


1Metaphors: Human Use and Computer Processing

In the early days of computational linguistics (natural language processing/NLP or natural language understanding/NLU), interpretation of metaphoric text was not a great concern. It seemed that there were enough difficulties to occupy researchers in the interpretation of “ordinary” language. Nevertheless, in the mid-1970s there was some implemented computer research on partly metaphoric sentences, [20, 26], and figurative language including metaphor began to be a “hot topic” in some areas of psychology and other disciplines. Ortony’s edited multidisciplinary book, “Metaphor and Thought,” [14] appeared in 1979; Honeck and Hoffman’s edited book, “Cognition and Figurative Language” [9] and Lakoff and Johnson’s book, “Metaphors We Live By,” [12] followed in 1980. Lakoff and Johnson’s book illustrated many “conceptual metaphors”-metaphor themes or formulas – that pervade our language, often or usually without our awareness. This explicit demonstration set many researchers in NLP to work on analyzing (mainly conventional) metaphoric language in text, frequently through reference to identified conceptual metaphors.

1.1Views of metaphor

A typical dictionary definition of metaphor is that it is a figure of speech in which a concept in one domain is referred to as if it were another concept in a different domain. For our purposes, metaphor represents a “topic” in terms of properties extended from a “vehicle” in another domain. The topic is often referred to as the “target” and the vehicle as the “source;” less often, the topic is referred to as the “tenor.” [19]. Here the terms “topic” and “vehicle” will be used, in order to avoid occasional potential confusion with other contexts of the words “source” and “target.” The vehicle concept is represented by the metaphorically used word(s); the topic concept by a word or words signifying what is actually being described through the metaphor. In Shakespeare’s “All the world’s a stage,” “stage” is the vehicle and “all the world” the topic. In the metaphoric “war horse,” “The ship plowed through the sea/waves,” “plowed” or “plowed through” is the vehicle and “ship” and “sea” belong to the topic domain. In its metaphoric sense, the verb in such an expression is also (made to be) seen as being in the topic domain.

Traditionally, three different views of the roles of topic and vehicle in metaphor have been recognized and debated, mainly in the fields of philosophy, psychology and rhetoric. These views have been variously understood, accepted and implemented. In the “substitution view,” a word(s) used metaphorically is simply used in place of a literally used word(s) with the same meaning. For example, “He meandered into a buzzsaw of criticism” means the same as “He was heavily criticized.” This idea would imply that these are equivalent, and that anything else supplied by the metaphor is “decoration” –a notion generally rejected today, e.g., by Verbrugge [26]. According to this view, however, a literal computer interpretation might serve as an equivalent.

In the “comparison view,” an underlying similarity between topic and vehicle is assumed, which arguably applies to just a subset of metaphors, in particular those that exhibit physical similarity, such as “the highway snakes through...” or “the highway is a snake,” in contrast to, e.g., “She buried herself in her work,” or “Dreams are gold mines.”

This view and the substitution view are not mutually exclusive, and the comparison view may be seen as a special case of the substitution view. Both views assume literal equivalence to the metaphor in what is being said. The comparison view, relying on similarity between topic and vehicle, potentially says more about the vehicle, here “snake.” However, a similarity may be created rather than assumed, in which case the comparison view no longer seems appropriate.

Black [3, 4], influenced by Richards [19], promoted the “interaction” view, in which topic and vehicle interact, producing an image with characteristics common to both – the “common ground” of the metaphor. As the topic and notably, the vehicle are systems (an “implicative complex”) rather than simple objects, the result of their interaction reveals something new, changing the way a receiver thinks about the topic (and in some cases the vehicle, if certain features are thereby reinforced). Since the originator of the metaphor may select (though not without constraints, if the metaphor is to work) various characteristics to apply to the topic, the interaction theory is not consistent with the comparison theory, is not a simple substitution, and is not subject to paraphrase. This view seems to accord with the attitude of Johnson (1982), who asserts that the existence of “preconceptual” or nonstructural elements of metaphor precludes modeling of the human ability to process metaphors.

However, there are metaphors which could be described by any one, or more than one, of these views. While the interaction view is sometimes characterized in different ways, it can be ventured that interpretation of the metaphor “Dumps are goldmines” works through the interaction view, as goldmines involves a complex of elements (yielding something valuable, “digging around,” etc.) that could be productive in extending the “dumps” topic. On the other hand, while the comparison view might fail here, the interpretation simply that valuable things are found in dumps might support the substitution view. A metaphor that even better supports the interaction view would seem to be Shakespeare’s “Juliet is the sun.” While the effects of warmth and joy could be included in a paraphrase, the impact on Romeo of Juliet’s/the sun’s appearance is elusive. The interaction theory would seem to account best for all metaphors, though for an expression as conceptually simple as “the highway snakes... ” it might be considered as “overkill.”

These views relate more to other disciplines, and with the notion of metaphor than with computational processing; however, they do relate to researchers’ own views of what their implementations represent. Most researchers appear to aim at achieving what the interaction view asserts to be involved in metaphor.

Metaphor is of general interest, however, not only because of its use in linguistic forms, but in other disciplines as well. Some aspects of linguistic metaphor correspond, e.g., to art. As Richards [19] asserts, a work of art is a medium of communication of an experience from the originator to the recipient. Linguistic metaphor may do this as well, and in turn may serve to make a poem, for example, have this experiential effect.

1.2The metaphoricity of language

The fact that so much language considered literal has a metaphoric origin (even a simple phrase such as “I see what you mean” uses vision in a metaphoric way) motivates the question as to what is truly “literal” and what is metaphoric – a question of at least academic interest if we are interested in “literal” paraphrases of metaphor. This question will not be answered here, but has been extensively wrestled with in other disciplines, e.g., in psychology by Gibbs [8] and in the philosophy of language by Kittay [11]. Gibbs has asserted that distinctions between literal and metaphoric meanings “have little psychological validity.” Ortony [15], by contrast, rejecting the “standard definition” of metaphor, which he states as “a word or phrase applied to an object or concept that it does not literally denote in order to suggest comparison with another object or concept” (p. 69), has claimed that a distinction can be made by reference to the context of the metaphor.

With respect to metaphor, literal meaning is sometimes designated as that unambiguous content which is extracted from the metaphor. In considering this notion, Gibbs, citing Allwood [2], points out that if literal meaning is that which is common to all contexts, then literal meaning is very general and abstract. This observation will be of relevance to our attempt at literal paraphrases of metaphor, since there must be something in common between metaphoric and literal usages.It is sometimes stated that all language is metaphoric; language is a way of representing the “real world” symbolically, in terms of categories such as “object” and “action.” Breal [5] stated that “language is a translation of reality” (p. 247, 1964 edition). In this sense, computer “primitive” symbols as well as words for spatial concepts could be considered metaphoric.

More restrictively, much language is etymologically metaphoric because we cannot directly represent nonphysical concepts. We resort to metaphorically based words to do so, such as the word “abstract” itself, derived from the concept meaning “draw away from.” This and the preceding sense of “metaphor” are not relevant to the computational task.

In a further restriction, there are words such as “lose,” which are used metaphorically so frequently that awareness of their metaphoric use is lost (the last phrase itself an example). Other examples are “give” and “see” (used for “understand”). Nominal concepts acted on by action concepts used metaphorically in this sense are represented as “objects,” though they may not be physical. Some computational treatments of metaphor restrict themselves to this level of metaphor, or to usages which are recognizable as metaphoric, but are conventional, such as “kill.”

Finally, there are expressions recognized by most readers or hearers as metaphoric, even novel.

Metaphor is therefore seen as a form of language creation, and the determination of “more literal” paraphrases as the stepping down from the “novel” or “unconventional” level to a “conventional” level, or from the “conventional” to a wordy literal paraphrase. This book will describe a metaphor interpretation program which translates metaphoric phrases into paraphrases which are “less metaphoric,” and which the “person on the street” would consider literal. Both conventional and novel metaphor are treated.

1.3Modeling metaphoric communication

The purposes of computational natural language processing include translation, text summary, information retrieval, data mining and other tasks. Metaphor of varying familiarity can occur in any one of these tasks, including speech processing [21].

“Natural language understanding” (NLU) by computer should itself not be understood in a literal sense. (As many computer-associated words of this type have become assimilated, however, no quote marks, unsurprisingly, will surround the occasional use of the word “understanding” in this discussion.) This notion of understanding may apply all the more to metaphor, as even human explanations of richer metaphors are usually unsatisfactory. The distant goal, then, is to produce computer paraphrases, not to reflect human understanding of metaphor, but rather to approach human paraphrases of metaphor.

While the output of a computer program is no proof of the theory or ideas that were implemented, it can make more specific the exploration of a mechanism or, often, indicate what does not work. Beyond the interest of computational linguists, however, the topic of metaphor has attracted a tremendous amount of interdisciplinary interest, including from the disciplines of psychology, cognitive linguistics, neuroscience, philosophy of language, literary work and criticism, social science and art.

1.3.1What, how and why

It has been frequently recognized that metaphor can convey both information and emotion; other connotations may provide further nuances. How this is done is a question that is implicit in the work of many fields, including (to differing extents) some of the attempts presented in this book. In addition to factors proceeding from the views of metaphor described above, attention is given by various researchers to the role of affective factors and of semantic as well as pragmatic knowledge in the interpretation of the metaphor.

The “why” of metaphor brings us to the varied purposes of metaphor, which go far beyond the idea in earlier times that metaphor served only to add “decoration” to what was being stated. Decoration may play a minor role; there is some evidence [24] that in scientific articles more metaphoric words are used for general audiences than for audiences with more expertise, presumably to make the presentation more interesting. However, such metaphoric usage may also further comprehensibility.

Pollio, Barlow, Fine and Pollio [18] cite many intentions and purposes behind the use of metaphor. Purposes suggest that a comprehensive computational approach to interpreting metaphor will draw on existing NLU systems that represent goals and plans (a sequence of steps to achieve a goal) of speakers and hearers. In considering a metaphor, one might ask, for example, what the intent of the originator of the metaphor is, i.e., what the originator wishes to accomplish. Schank and Abelson [22] have designed systems that, given a text including a goal, can refer to plans to achieve that goal in order to fill in information missing from the text. Analogously in concept, a person with a goal can choose a metaphor that highlights what he or she wishes to convey. Conversely, a recipient of a metaphor might infer the goal from what is highlighted in a metaphor.

Perrault, Allen and Cohen [17], Perrault and Allen [16] and Allen and Perrault [1] base their analysis of indirect speech acts (considered by some to include metaphor, since metaphor is not literal) on the idea that the purpose of conversational participants is to have some effect on each other, in the form of an action or a new attitude.

The program presented from Chapter 3 onward does not include implementation that refers to plans and goals. However, the analysis does include the effect on the recipient of the metaphor and, implicitly, the intent of the originator. This approach is consistent with a view of meaning discussed more formally by MacKay [13], and serves the more general computational aim of analyzing metaphor in terms of human interests and goals.

Purposes of metaphor as a particular choice of language, then, go beyond brevity or just another way of saying something. Experiential components of a metaphor may reflect such purposes, including ulterior motives. Lakoff and Johnson [12] and others have observed that such components may not be able to be expressed through literal language.

1.3.2Examples

A sense of how metaphor may call up an experience that may serve as a tool of intention can be given by evocative examples. For example, AFL-CIO’s Lane Kirkland asserted that the Reagan Administration’s budget was equivalent to “Jonestown economics,” which “administers economic Kool-Aid to the poor.” [10]. (“Jonestown” here refers to the place where a cult leader convinced large numbers of followers to drink poisoned Kool-Aid.) The negative emotions aroused by the remembered Jonestown incident is exploited by the speaker, who wants the listener/reader to perceive the administration’s budget through the filter presented by the vehicle concept. His goal is to convince anyone listening (or reading about his assertions) to be against the Reagan budget. An adjective such as “cruel” to describe the budget would not have had this effect. The metaphor has made use of vehicle components, experience and negative affects to influence the listener. While the given metaphor might be thought by some to be in poor taste, Turbayne [25] viewed factors that potentially cause “shifts in attitude through highlighting or filtering” as the mark of a good metaphor.

Along the lines of persuasion, it should also be noted that, as Thibodeau and Boroditsky [23] have shown, framing the topic of a metaphor in different ways will probably elicit different responses to the topic. Whether crime is a “virus” or a “beast,” for example, tends to predispose members of a community toward social remedies or increased law enforcement respectively.

An example of amusing imagery through metaphor (i.e., a simile, but the imagery created in this case is similar) appeals to humor [6]. In this scenario, a mother inside the house observes her children exhibiting rough behavior in the yard. Every few minutes, she bursts open the door “like a cuckoo clock” with the announcement that she has “just about had enough of you kids!” The scene could have conveyed about the same information in terms of the mother frequently coming out of the house to reprimand the children. However, not only does the cuckoo clock, which performs so regularly that one becomes accustomed to – and essentially unaware of – it, implicitly convey the impression that the children are oblivious to their mother’s futile attempts, but the reader, perhaps along with the children, shares in the image which merges the mother with the cuckoo clock. This image in turn helps the reader to see, in a humorous way, how ineffective the mother’s measures really are – in accordance with the goal of the writer. A literal human paraphrase could capture what happens, in a wordier way, but would not be as effective in terms of impressions. A computer program encounters at least as much challenge in its paraphrase attempts – and would be hard pressed to note the humor.

Metaphors and similes may also entertain in other ways, perhaps motivating the reader to dwell on an image. Consider a sentence by Garfield [7] (cited by Townsend [24]), describing a house with passageways among which were to be found single steps “that seemed like spies from lost battalions, lying in wait and wondering where the rest had gone.” The reader’s reaction to the merging of “wondering spies” and steps that are disorderly or simply misaligned is uncertain; he or she may absorb the image or be amused (or in this case may laugh at the simile).

It is generally recognized by metaphor researchers that a metaphoric vehicle can be used in the preceding ways to highlight a concept or experience that an originator wishes to share, and that certain perceived or imposed isomorphisms between topic and vehicle can be exploited to accomplish this. NLU researchers appear to have had some success with this aspect of metaphor, though sometimes giving only a few illustrations. The previous examples have further shown that appeals to the recipient’s attitudes toward familiar incidents or experiences sometimes serve the intentions of the metaphor’s originator. The “vagueness” that is often cited in emphasizing the difficulties in modeling metaphor derives partly from this aspect of metaphor, which should be incorporated when identifiable.

The expected result of describing a computer model of metaphor including all of the above elements is not complete interpretation, but rather an indication of how metaphor comprehension might be done – or not done. In these efforts, the main challenge is presented by vehicle salience determination and semantic representation – of both information and connotations – rather than by program mechanisms.

1.4Outline

This hedging introduction to computational efforts to interpret metaphor notwithstanding, there is still much interesting progress to be made, whether for the purpose of information processing or for the sake of studying metaphor or linguistic communication itself. This book is an exploration through a semantics approach, claimed to be of more interdisciplinary interest than statistical methods.

The chapter which follows demonstrates a variety of approaches, but the differences are mainly in the type of metaphor and the methods used, such as differing levels of representation. Many of the assertions about metaphor and the principal mechanism involved, namely mappings, are shared in common. Most of the work presented is of course computational, but the analyses may themselves be of interest to those who study or use metaphor in other capacities.

Chapter 3 delineates various textual formats of metaphor, presents elements that can be used to describe verbs that would facilitate metaphoric interpretations, and introduces a computational approach to paraphrasing verbal metaphor through an early pilot program implementing these elements. In Chapter 4, a rationale is given for the creation of cross – modal or cross – domain metaphor, namely the formulation of a verbal or attributive concept as an object. To interpret cross – domain verbal metaphors, abstraction from verbs used with such objects is described in terms of an “abstract ontology.” Chapter 5 explicates an abstraction-based program to paraphrase cross – domain verbal metaphor as a further development of earlier efforts. Included is a rough capability to distinguish metaphor from “incoherent” expressions. In Chapter 6, the more complex – and in some respects more interesting – task of paraphrasing nominal metaphor, together with metaphoric nominal compounds, is addressed.

As a large class of idioms is metaphoric, Chapter 7 presents a system to interpret modified idioms on the basis of meanings of their unmodified forms. Some thoughts on computational efforts to paraphrase metaphor constitute the conclusion.
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2Computational Models of Metaphor

Computational research on metaphor has taken various approaches, some of which relates to work by linguists, psychologists and cognitive scientists as well. Frozen metaphors can be retrieved directly from the lexicon; however, methods which depend on analysis to understand “live” metaphors bring along with them the capability of analysis of frozen metaphor as “part of the package.”

From the point of view of focus, some work analyzes a particular domain in depth, while most research looks at metaphoric expressions in general, and are necessarily more open – ended. Metaphor themes which extend beyond a single sentence have not been given as much attention. Most of the work has been done on simple sentences in which the verb or predicate nominal, such as “warts” in “billboards are warts,” [36] is used metaphorically.

The following sections divide research into verbal and nominal metaphor, though some researchers analyze both. While most of the work presented here is computational, some related work which has been influential is also included.

2.1Verbal metaphor

Metaphor in which only a part of a sentence or phrase is used metaphorically is considered here in terms of whether the metaphorically used word(s) is a verb (or other predicative form), a noun or an adjective. Verbal metaphor is in turn partitioned into sentences in which both verbs and their object nominals1 are physical, i.e., both in a physical domain, and those in which either the verb or its object nominal(s) is nonphysical.

2.1.1Physical-domain metaphor

As nonstatistical computational research on metaphor is done in terms of some kind of analysis, it is reasonable to preface computational work by an indication of psychological research relevant to such analysis. Gentner [19] has conducted experiments on verb recall which indicates that verbs are stored as interrelated sets of components, suggesting that component properties and, especially, relations rather than verbal concepts as a whole are extended in metaphor. In particular, it is relations that are principally salient in metaphors and analogies. This result is relevant not only to verbal physical – domain metaphor, but also to cross – domain metaphor, both verbal and nominal.

In Gentner’s science-related physical-domain analogy, “The atom is analogous to the solar system,” for example, the entities in the atomic and solar systems participate in corresponding relations: sun/nucleus ATTRACTS planet/electron, planet/electron ATTRACTS sun/nucleus, sun/nucleus MORE MASSIVE THAN planet/electron, planet/electron REVOLVES AROUND sun/nucleus. The simple attributes of the sun, YELLOW, HOT and MASSIVE, however are not extended to the nucleus of the atom. The transfer of structure posited for verbal metaphor plays a varying role for researchers of physical- and cross – domain metaphor.

Falkenhainer, Forbus and Gentner [13] have produced a computer implementation of the “structure-mapping engine” (SME) algorithm on the basis of Gentner’s structure-mapping theory. In mapping relations in SME, they emphasize systematicity; that is, relations belonging to a systematic relational structure are preferred to isolated relationships. Systematicity is in contrast to literal similarity, in which both relational predicates and objects are mapped, and to “mere appearance,” in which object descriptions are principally mapped.

SME uses descriptions of the topic and vehicle to construct all structurally consistent mappings between them. An interpretation is then a maximal structurally consistent collection of weighted matches according to certain rules. The “best” interpretation according to structural criteria is determined by a score of each interpretation on the basis of combined evidence for the individual match hypotheses.

Although the focus of Falkenhainer et al. is on analogy, aspects of SME are of obvious relevance to metaphor analysis. Gentner [20] emphasizes that explanatory analogies are similar to metaphors in that metaphors, being based on perceived analogies, can also be analyzed in terms of structure-mapping, although the similarity is less clear for “expressive”metaphor.

Along with the model to be described in later chapters, the computational research of Wilks [53, 54] on physical – domain verbal metaphor, followed by that of Fass and Wilks [15], was among the first to offer a procedure for interpreting verbal metaphor, using Wilks’s “preference semantics.
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