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Preface

The story of this Handbook covers five continents and five years! In the summer 2011, during 
the ESRA conference in Lausanne, SAGE contacted one of us in order to develop the idea of 
a Handbook of survey methodology and a team of an American, a German, a Swiss quickly 
joined by a Taiwanese began to elaborate the concept for the volume. Taking advantage of sci-
entific meetings in the USA, Croatia, and Australia the editors developed a detailed proposal for 
the Handbook which then was reviewed by colleagues in the field contacted by SAGE (thanks 
to them). On the basis of these reviews the table of content was finalized and approved. The 
contract for the volume between SAGE and us was signed when the four of us met in Santiago 
de Chile for the annual ISSP meeting in 2013.

This marked the kick-off of the second stage of producing this Handbook by reaching out to 
a group of internationally acknowledged experts and inviting them to contribute a chapter. We 
started out hoping to recruit scholars from across the world, but were only partially successful: 
the 73 authors contributing to this Handbook reside in Asia, Europe, and North America.

While the chapters were solicited, written, and reviewed, we used the opportunity of a meet-
ing in summer 2014 in Yokohama to coordinate the content and make last adjustments. Again 
one year later we met at the annual ISSP meeting, this time in Cape Town, and later in the 
summer in Reykjavik in order to finalize the last chapters, do a last adjustment to the Table of 
Contents and organize the writing of the introduction. A final meeting of the editors took place 
in Zurich in January 2016 bringing us back to Switzerland where it all started in 2011. The story 
of the development of this Handbook signifies its international character and reflects the impor-
tance and value we put on cross-national and cross-cultural perspectives while at the same time 
striving for a fair and balanced synthesis of current knowledge. Hopefully this Handbook will 
stimulate more survey research and the population of survey scholars will grow to the critical 
mass in even more regions.

Putting together this Handbook would not have been feasible without the support of our 
close collaborators, colleagues, and families whom we thank for their encouragement and the 
freedom to pursue this work. We are also grateful for the continuous support and encourage-
ment we have received from SAGE.

April 2016 CW, DJ, TWS, YF
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1
Survey Methodology: Challenges 

and Principles

D o m i n i q u e  J o y e ,  C h r i s t o f  W o l f ,  
To m  W.  S m i t h  a n d  Ya n g - c h i h  F u

INTRODUCTION

There are a lot of reasons to publish a new 
handbook of survey methodology. Above all, 
the field of survey methodology is changing 
quickly in the era of the Internet and globali-
zation. Furthermore, survey methodology is 
becoming an academic discipline with its 
own university programs, conferences, and 
journals. However, survey methodology 
could also be seen as a bridge between disci-
plines, resting on the shared methodological 
preoccupations between specialists of very 
different fields. These are some of the chal-
lenges we are addressing here.

Discussing the actual practices in many 
contexts is an invitation to think in a global 
perspective, along two directions. On the one 
hand, surveys are realized today all around 
the world in very different settings, which we 
call the globalization of surveys. But on the 
other hand, the ‘Total Survey Errors’ para-
digm considers the complete survey life cycle 

and the interrelation of the different elements 
involved in the data collection process. That 
means that it would not be wise to pay too 
much attention to a single element at the risk 
of losing sight of the complete picture. This is 
of course valid for survey designers but also 
for estimating the quality and potential for 
use of existing surveys. A global perspective 
also requires a comparative frame. We even 
argue that integrating a comparative perspec-
tive from the beginning can enlighten many 
different aspects of survey design, even in a 
single national context.

These points will be developed throughout 
this handbook beginning in this introduction, 
with the idea of simultaneously providing 
a ‘state of the art’ and a perspective on the 
upcoming challenges. One important point in 
this respect is not to consider surveying as a 
technique but to consider it an integrated part 
of the scientific landscape and socio-political 
context. But first, we should explicate what 
we mean by a ‘survey’.
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WhAT is A surVeY?

The Oxford Dictionary of Statistical Terms 
begins with a broad definition of surveys: 
‘An examination of an aggregate of units, 
usually human beings or economic or social 
institutions’ (Dodge 2010 [2003]: 398). 
Although many authors, such as Ballou 
(2008), agree on the polysemy of the con-
cept, a more precise definition is given by 
Groves et al. (2004): ‘A survey is a system-
atic method for gathering information from 
(a sample of) entities for the purpose of con-
structing quantitative descriptors of the 
attributes of the large population of which 
the entities are members’ (p. 2). In this sense, 
the French word for survey, ‘enquête’, the 
same term used for a criminal inquiry, 
denotes well this systematic quest for 
information.

Sometimes ‘surveying’ is defined as 
obtaining information through asking ques-
tions, in line with the German word for sur-
vey: ‘Befragung’. Dalenius (1985) recalls 
that observations are to be done according to a 
measurement process (measurement method 
and a prescription on its use) (Biemer and 
Lyberg 2003, see also Dodge 2010 [2003]: 
399). That means that surveys defined in this 
sense share a lot of commonalities with other 
forms of data collection.

The idea of a systematic method for gather-
ing observation includes for example exhaus-
tive censuses as well as the use of a sample. 
In fact, some specialists explicitly limit sur-
veys to data collection exercises conducted 
on samples (de Leeuw et  al. 2008: 2). This 
handbook includes many chapters (Chapters 
21, 22, 23) on the question of sampling, and 
the sample survey will be the first target, 
even though we see no reason to exclude by 
definition censuses which share a lot meth-
odologically with surveys and are of great 
importance in the history of the quantitative 
observation of society.

‘Quantitative descriptors’ implies not only 
‘numbers’ but also their interpretation, which 
in turn is placed in a broader interpretative 

frame. There is a process of operationaliza-
tion that progresses from theory to measure-
ment (Chapters 9, 14 and 34). In this sense, 
‘descriptors’, i.e., point estimates, can only 
be understood by taking into account the 
structure and functioning of a given soci-
ety. In other words, how to build the meas-
ure of ‘items’ is also one of the main topics 
to address, and a full part of the handbook 
is dedicated to survey-based measurement 
(Chapters 14–20). One strength of this hand-
book is the attention it gives to measurement 
and survey quality.

The definition of survey nevertheless 
excludes a lot of approaches useful for social 
research that are outside the scope of this 
handbook (but see Bickman and Rog 2009). 
Generally, qualitative methods are not con-
sidered, as we focus on quantitative descrip-
tors. However, in certain parts of the survey 
life cycle, qualitative methods are well estab-
lished and important to consider, such as 
in pretesting (Chapter 24). Along the same 
lines, ‘big data’, e.g., administrative data or 
data from the Internet, are not considered 
here because they are not organized a priori 
as a ‘systematic model for gathering infor-
mation’. to rephrase Dalenius. Nevertheless, 
such data are becoming vital to understand-
ing social life, and must be taken as comple-
mentary with surveys.1 In the last part of the 
handbook we will take into account the grow-
ing integration of surveys into a set of dif-
ferent sources of information (predominately 
Chapter 42, but also Chapters 40 and 41 in 
some aspects).

There are multiple ways of collecting 
information through surveys, and some dis-
tinctions between them are useful. Although a 
complete typology is outside the scope of this 
introduction, Stoop and Harrison (2012), for 
example, classify surveys based on the inter-
rogatives who, what, by whom, how, when, 
where and why. Without mimicking their 
excellent chapter, we can discuss some lines.

In the ‘by whom’ category, different 
types of actors that sponsor activities can be 
mentioned:
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 • The scientific community tries to develop theory 
and analytical models in order to explain behav
ior, attitudes or values as well as the distribution 
of health, wealth and goods in given societies.

 • The public administration; quantitative informa
tion is needed for governance – it is no coinci
dence that the words ‘statistic’ and ‘state’ have 
the same root – and an important task of a state 
is to assess the number of inhabitants or house
holds it contains.

 • Commercial enterprises need knowledge about 
their clients and their clients’ reactions to their 
products in order to be as efficient as possible in 
their markets.

 • Mass media are a special actor in the survey 
field and were mentioned as a particular cat
egory already in the 1980s (Rossi et  al. 1985). 
Sometimes, they use results of polls more as a 
spectacular result to gain an audience rather 
than as a piece of systematic knowledge about 
society. That is part of the debate about the con
cept of public opinion (Chapter 5).

This type of distinction is also of importance 
when thinking for example about ethical 
aspects of surveys (Chapter 7). Of course, the 
boundaries between these actors are not 
always clear and depend on the national con-
text, at least for the relation between admin-
istrative organizations and academia, and this 
could be important for the definition of 
measurement tools (Chapters 5 and 20). 
Nevertheless, we can expect that these actors 
have different expectations of surveys, their 
quality and their precision. In fact, most of 
the examples used in this book are taken 
from the academic context, implying that we 
focus more on the link between theory and 
measurement (Chapters 9 and 14) than other 
indicators of quality used, for example, in 
official statistics.2 This example also reminds 
us that no absolute criterion for quality exists 
independently of the goals. This is clearly 
stated in the definition of quality given by 

Biemer and Lyberg, ‘Quality can be defined simply 
as ‘fitness for use.’ In the context of a survey, this 
translates to a requirement for survey data to be as 
accurate as necessary to achieve their intended 
purposes, be available at the time it is needed 
(timely) and be accessible to those for whom  

the survey was conducted’ (2003: 9). This hand-
book has

many chapters assessing data quality and 
aspects that can jeopardize quality (Chapters 
34 to 39), an important aspect that must also 
be taken into account in the design state of a 
survey (Chapter 16 for example). This is of 
prime importance when developing the total 
survey error frame (Chapter 3).

We can further distinguish between the dif-
ferent ways to acquire information, the ‘how’ 
mentioned by Stoop and Harrison (2012). The 
first distinction is between modes of data col-
lection, even though the boundaries between 
them are blurring, and multi or mixed modes 
are more and more often utilized (Chapter 11). 
We will come back to this later in the intro-
duction when considering the development of 
surveys during the last century.

Who (or what) are the units of analysis of 
the survey, is another question. In most of the 
chapters in this handbook it would be individu-
als or households, but this is clearly a choice: a 
fairly big proportion of the surveys conducted 
by statistical offices are on establishments, even 
if it is individuals who give the information. In 
other cases we can aggregate information at 
some meso or macro level, such as occupations 
or regions. We include one chapter examining 
how survey data could be augmented by macro 
indicators (Chapter 42). Along the same lines, 
complex structures of data, such as members 
of a network or connections or interactions 
among these network members, as a basic unit 
is left to the specialized literature, such as the 
Sage Handbook of Social Network Analysis 
(Scott and Carrington 2011).

Stoop and Harrison also mention the time 
dimension as an important classificatory fac-
tor, the ‘when’, mostly to distinguish longi-
tudinal and cross-sectional approaches. We 
cover the discussion on cross-sectional vs 
longitudinal survey designs in Chapter 9, and 
further details can be found in dedicated pub-
lications (e.g., Lynn 2009). But ‘when’ may 
also refer to the historical context (Chapter 8), 
a topic we turn to next.
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SURVEYS IN HISTORICAL 
PERSPECTIVE

Though the idea of probability originated 
many centuries ago, and the art of counting 
people through censuses has been known for 
several millennia (Hecht 1987 [1977]), the 
modern survey, organized on the basis of a 
random sample and statistical inference, is 
more or less only one century old (Seng 
1951; see also Chapter 21). Of course, some 
precursory works can be mentioned, such as 
for studying poverty or social mobility,3 as 
well as the so-called straw polls for predic-
tion of political results. However, the use of 
a small random sample, for example to pre-
dict elections, instead of a large, but falla-
cious, non-random selection of cases, was 
proposed only in the interwar years (Chapter 
8). More or less at the same time official 
statistics began using samples.

Even if the advent of modern survey-
ing was relatively recent, it has experienced 
major changes during the last decades. It is 
interesting to quickly discuss these changes, 
as they have structured the way to realize sur-
veys as well as the way to use them or even 
think about them. One aspect of this change 
can be seen in the predominant mode of data 
collection, which – at least for Western coun-
tries – shows the following sequence:

 • Just after the Second World War, most surveys 
were conducted face to face or by mail if enough 
people were considered to be literate.

 • One generation later, in the 1980s, the tele
phone survey was seen as a new and efficient 
technology, at least when the coverage was 
sufficient. In some countries it was obligatory 
to be listed in the telephone directory, which 
therefore was seen to constitute an excellent 
sampling frame.

 • Another generation later, telephones seem more 
and more difficult to use, as mobile phones tend 
to replace landlines, and centralized directories 
are no longer available. With the spread of the 
Internet, the web survey is seen as THE new 
methodology to adopt, in particular when con
sidering the price of interviewing.

 • Nowadays, in a context of declining response 
rates (Chapter 27), in many cases the idea is 
that combining modes (Chapters 11 and 18) 
is the way to follow, either in order to contact 
the greatest possible part of the sample or to 
have the best cost/benefit ratio, such as by 
using adaptive sampling (Chapter 26). This also 
explains the choice in this handbook to discuss  
interviewer interactions and interviewer effects 
less in depth, as would have been the case in 
earlier works (e.g., Biemer et al. 1991), but to put 
more emphasis on quality in general.

All these points pose challenges for data col-
lection, which the survey industry has had to 
overcome. This has mostly resulted in adapt-
ing the field techniques to the changing cir-
cumstances. In particular, they must have 
been more transparent and more systematic 
but also more flexible.

Another story of change can be told in 
terms of the growing complexity of survey 
designs (Chapter 16), linked – once again – 
to the development of technology:

 • At the beginning of the period considered here, 
after the Second World War, most surveys were 
single crosssectional surveys. Their analysis was 
promising for the disciplines involved, and many 
important books were based on this type of infor
mation. The practical work of analysis was com
plicated enough with a single survey, in particular 
considering the (lack of) availability and ease of 
use of the computers needed for the analysis: 
software like SPSS was only developed in the sev
enties, and terminals with video displays became 
available more or less at the same time.

• In the next period, the time dimension gained 
importance, but under different modalities:
 Repeated crosssectional surveys were put 

in place in many countries, like the General 
Social Survey (GSS) in the United States, the 
British Social Attitudes (BSA) in Great Britain 
and the Allgemeine Bevölkerungsumfrage der 
Sozialwissenschaften (ALLBUS) in Germany. 
This was also an important change because 
it was no more single researchers conducting 
scientific projects but a tool that had to serve 
an entire scientific community. In other words, 
that was the beginning of the implementation 
of infrastructures in this field.
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 Panel surveys, with multiple waves of data 
collection for the same respondents, have 
become more frequent. The Panel Study of 
Income Dynamics (PSID), running in the USA 
since 1968, is the longestrunning longitudi
nal household survey in the world.4 Similar 
initiatives have been launched in other coun
tries, like the German SocioEconomic Panel 
(GSOEP), which has run since 1984; the 
British Household Panel Survey (BHPS), which 
began in 1991; or the Swiss Household 
Panel (SHP), running since 1999. Of course 
there were precursors to these big initiatives; 
for example, the NORC’s College Graduates 
Study was begun in 1961. In another disci
plinary field, we can also mention cohorts 
like the National Child Development Study 
in the UK, based on a 1958 cohort, and the 
National Longitudinal Survey of Youth in the 
US (beginning in 1979). Most of these studies 
are further complicated by being household 
surveys following not only individuals but 
entire households, which of course change 
over the years, meaning they involve a very 
complex data structure.

 • The next step was to introduce the comparative 
dimension, in addition to the time axis. Here we 
also have to mention three  situations:

  Comparative repeated crosssectional 
projects. The European and World Values 
Surveys (EVS and WVS respectively) and the 
International Social Survey Program (ISSP) 
were put in place in the eighties, with pre
cisely the idea to have a tool that allowed 
putting countries in perspective while evalu
ating change. Additionally ‘barometers’ have 
evolved in Europe and outside of Europe such 
as the Latino Barometer, Asian Barometer,5 
Afro Barometer, Arab Barometer and Eurasia 
Barometer. Both the East Asian Social Survey 
(EASS) and European Social Survey (ESS) 
were also built from the beginning with the 
same idea to measure social change while 
keeping strict comparability and high quality.

  Harmonization of national panel studies to 
allow comparability. This was the challenge 
of the CrossNational Equivalent File (CNEF),6 
for example, pulling together, among others, 
the British (BHPS), German (GSOEP), Swiss 
(SHP) and US (PSID) panels.

  Comparative panel surveys designed from 
the beginning in a comparative  perspective. 

There are not many examples, but we can 
nevertheless mention the case of the Survey 
of Health, Ageing and Retirement in Europe 
(SHARE) and the European Statistics on 
Income and Living Conditions (EUSILC).

 • The tendency nowadays is also to combine dif
ferent sources of data to exploit the growing 
availability of information, as well as to pursue a 
movement initiated some years ago by social sci
entists such as Stein Rokkan (Dogan and Rokkan 
1969). Multilevel models are more and more 
often used in comparative projects, making use 
of data at the country level. Some other projects 
use other types of information at the contextual 
level, which could be not only geographic but 
linked, to mention some examples, to social net
works or to occupation. Other examples include 
the ESS which tracked the main events arising 
during the fieldwork period or the CSES which 
integrates not only geographical but also institu
tional information. SHARE is integrating not only 
answers to questions but also biomarkers which 
will probably gain even more importance in the 
development of healthrelated surveys these next 
years. This is described in Chapter 42, among 
other projects.

 • A further sign of growing complexity comes from 
the fieldwork which in recent years has given 
more attention to paradata giving supplementary 
information on respondents and the contexts in 
which they live. These data are a potential basis 
to identify and correct biases (Kreuter 2013) but 
also provide a means to improve fieldwork moni
toring and adapt to the best design (Chapter 26). 
Control of the production process is an important 
aspect of survey quality (Chapter 25; see also 
Stoop et al. 2010).

 • In recent years, another type of survey based 
on the Internet has gained visibility – online or 
access panels:7

  These panels typically are optin surveys 
meaning that potential respondents signup 
for them. This allows for conducting very 
cheap surveys on a large number of respond
ents that can be in the range of 10,000 
to 100,000 panelists. Being a selfselected 
group, coverage of the population usually is 
poor and though companies try to improve 
representativeness by weighting according 
a few sociodemographic variables external 
validity typically is a problem. This therefore 
calls into question the quality of such surveys.
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  In reaction to such a model, academicdriven 
surveys began to use an offline random 
recruitment process, called probabilistic 
panels. This strategy tries to combine the 
advantages of Internet surveys, which are 
cheap and easy to set up, and those of true 
random sampling. One of the most famous is 
probably the LISS panel, which has run in the 
Netherlands since 2007 (http://www.lissdata.
nl/lissdata/About_the_Panel), but similar 
experiments are running in France with the 
ELLIPS initiative (http://www.sciencespo.fr/
dimeshs) and in Germany with the German 
Internet Panel (http://reforms.unimannheim.
de/internet_panel/home/) and the GESIS 
Panel (http://www.gesis.org/unserangebot/
datenerheben/gesispanel/). The rise of these 
Internet surveys does not mean that some 
other aspects of survey design, such as sam
pling (Chapter 22) as well as attrition and 
selection of respondents, are totally solved.

Looking at the history of surveys, there is 
something a little bit paradoxical: the recent 
proliferation of surveys, mainly Internet sur-
veys, without random sampling or a clear 
description of the inference possibilities, put 
forward data by emphasizing the number of 
respondents more than the quality of data. 
This in a sense harkens back to the situation 
of the thirties and the discussion about the 
Literary Digest poll, although there is per-
haps a difference: we now have a better 
knowledge of non-probability sampling 
(Chapter 22) and conditions of use.8

In this history, we can mention a last 
important distinction, between data produced 
by design, when a survey is designed accord-
ing to a specific goal, and data produced by 
a process like administrative data or even the 
‘big data’ mentioned earlier. At the time of 
writing, it does not seem useful to us to claim 
the superiority of one type of data over the 
other in an historical, or prospective, per-
spective, but it seems to us more important 
to think about the articulation between the 
research question and the way to answer it, in 
function of the available sources of informa-
tion, but also considering the limitations that 
each kind of data may have.

A DISCIPLINE WITHIN DISCIPLINES?

The first survey practitioners were first of all 
substantive researchers who were learning 
methodology by conducting surveys and 
accumulating experience. In this sense, in the 
middle of the last century, surveying was 
something like a craft or an art. For example, 
a famous book of Stanley Payne (1951) was 
precisely entitled The Art of Asking Questions. 
Survey methodology began to cumulate as a 
discipline later on; for example, the first 
handbook was published in the eighties 
(Rossi et al. 1985). In order to move from an 
‘art’ or a ‘craft’ to a ‘science’, there was 
therefore a need for a unifying paradigm. 
Total survey error was a perfect candidate for 
this (Chapters 3 and 10).

Survey methodology tends more and more 
to be seen as a discipline of its own: it has 
its own journals, such as Public Opinion 
Quarterly (POQ), Survey Research Methods 
(SRM), and the Journal of Official Statistics 
(JOS); its own conferences and associa-
tions, including the American Association 
for Public Opinion Research (AAPOR), 
European Survey Research Association 
(ESRA) and World Association for Public 
Opinion Research (WAPOR); as well as 
handbooks, this one being one of them. These 
associations have contributed to establish-
ment of standards for the discipline (Chapter 
2). This is also the case for market-oriented 
associations (Chapter 7).

But survey research is also a bridge 
between disciplines. For example, medical 
cohorts and sociological panels use the same 
methodology and they could begin to speak 
to each other just because they share so much 
in terms of data collection and analysis.

It is nevertheless important to recall in 
this context that methodology is also deeply 
embedded into disciplines. In this context, it 
is probably vain to develop a methodology 
for methodology, independent of the sub-
stantive goal of the research. There is always 
the risk of development inside an ivory 
tower without taking into account the most 
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important social and scientific challenges. 
For this reason we argue that a compara-
tive perspective in methodology is a way to 
reflect about the limits and conditions for the 
validity of survey results and, as such, a very 
important safeguard. In other words, method-
ology must be open to the preoccupations of 
the other disciplines and keep a broad per-
spective. Methodological excellence will also 
be better accepted by substantive researchers 
if it shares, at least in part, the same discipli-
nary vocabulary and preoccupations. Survey 
research is therefore positioned in an area 
of tension between methodology on the one 
hand and substantive research on the other. 
But the reverse is true also: from a substan-
tive researcher’s point of view, it is important 
to be aware of data quality and, more gener-
ally, of the question of how much methodol-
ogy affects empirical results.

We should not only consider if survey 
methodology is a discipline by itself or a spe-
cific field of expertise within several disci-
plines but also to take into account that some 
disciplines are sources of support for solving 
problems specific to survey methodology:

 • The first discipline to mention is statistics, which 
can sometimes be seen as part of mathematics 
but also has its own position in the scientific land
scape. From our point of view, statistics is impor
tant not only for sampling or data analysis but also 
for proposing tools for measurement (Chapter 17) 
and estimation of quality (Chapter 34).

 • Psychology and in particular cognitive psychol
ogy as well as social psychology can be seen as a 
key when looking at the modeling of the answer 
process and the interaction between interview
ers and interviewees. These disciplines are also 
important when looking at models of answers, 
like in Chapter 15.

 • Psychometry is important to consider in the dis
cussion about measurement and measurement 
models (Chapter 17 or 34).

 • Sociology and political science can be consid
ered when trying to understand the differences 
in survey participation, for example, by social 
position. It could be inspired by theory, like the 
one of Bourdieu, but may also refer to the idea 
of social exchange models as posited by Dillman 

et. al (2014). Along the same lines, the study of 
housing and living conditions of respondents 
can benefit from the work of urban sociology in 
order to conceptualize lifestyle and social condi
tions (Smith 2011). But sociology and political 
science are also important when embedding the 
construction of indicators into social and political 
constraints (Chapters 5 and 20).

 • Linguistics and translation studies are also 
important to consider for questions of formula
tion as well as tools when considering transla
tions (Chapter 19).

Interdisciplinarity is important in this frame. 
It is one of the conditions needed to fruitfully 
integrate methods, statistics and disciplinary 
perspectives. However, for survey methodol-
ogists, it is also important to find a common 
paradigm in order to address the questions of 
survey research. That is precisely the goal of 
the Total Survey Error perspective already 
mentioned, but some remarks can be added 
here.

The discussion of survey quality, including 
how to develop reliable estimators and effi-
cient tools, is probably as old as the history 
of surveys. A text of Deming (1944) is one of 
the oldest milestones along these lines; inter-
estingly, it was published in the American 
Sociological Review. From this perspective, 
it is important to consider all the possible 
sources of errors, the way that they interact 
and can endanger, or not, the results as well 
as the conclusions that can be drawn from the 
data (Smith 2005). This is why Chapter 3 is 
dedicated specifically to considering the pos-
sible sources of errors, their consequences 
and their interrelations. This does not prevent 
us from dedicating a full part of this work to 
the different facets of data quality (Chapters 
34 to 39).

This attention to data quality and its con-
sequences is one of the characteristics of this 
handbook and is related to the other transver-
sal theme: comparative design, to which the 
last chapter of each part is dedicated as well 
as a general chapter on challenges of com-
parative survey research (Chapter 4). This 
attention to comparison and comparability of 
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course has a lot of consequences for the way 
we consider survey methodology.

COMPARATIVE FRAME AND THE 
NEED FOR MORE RESEARCH AND 
EXCHANGE BETWEEN CONTINENTS

For many reasons, to begin with the size of 
the scientific community and the need of 
information from the administration of a big 
country, survey methodology developed 
quickly in the United States after the Second 
World War. Part of this knowledge was 
‘exported’ to Europe with the creation of 
important firms such as the IFOP with Jean 
Stoezel in France (Meynaud and Duclos 
(2007 [1985]) and the Allensbach Institute 
with Elisabeth Noelle-Neumann, both of 
which exchanged before with George Gallup 
(Zetterberg 2008; but see also Chapter 43). 
This movement of exportation and dissemi-
nation was of course primarily the case for 
‘opinion studies’ rather than for official sta-
tistics, in which the various countries invested 
more energy in autonomous development.9

The origin and development of survey 
methodology inside the United States has had 
many consequences. A lot of studies have been 
established in a US context, but their validity 
in other contexts has not always been tested. 
This is the case, for example, for topics like 
the use of incentives (Chapter 28), for which 
we can expect that level of income and life-
style are determinant. Along the same lines, 
a lot of studies are based on meta-analysis of 
published results and have never taken into 
account the cultural origin of the studies on 
which they were based. These are of course 
strong arguments to also consider and promote 
studies conducted in different contexts.

By the way, as mentioned in Chapter 43, 
surveys have been developed on all the con-
tinents. For example, the Global Barometer 
Surveys mentioned above that were inspired 
by the Eurobarometer now include Latino 
Barometer, Asian Barometer, Afro Barometer, 

Arab Barometer and Eurasia Barometer 
(http://www.globalbarometer.net/). The ISSP 
and the world extension of the value surveys 
also cover six continents since many years. 
This represents not only the dissemination of a 
technique all over the globe, which is interest-
ing, but also the possibility of very interesting 
scientific developments (Haller et  al. 2009). 
For example, to what extent can we compare 
different systems (Chapter 12)? What is the 
importance and impact of translation (Chapter 
19)? What is the link between the general con-
ditions of a country and the way of conducting 
surveys, either in drawing a sample or choos-
ing the most adequate mode (Chapter 23)? 
The comparative perspective is clearly a cen-
tral point here. Comparison is considered for 
the planning, measurement, use and quality of 
the survey process and the resulting data.

Another point can be mentioned here. Even 
though survey methodology is first of all a dis-
cipline founded on an empirical basis, there 
are still a lot of practical elements that are 
unknown and need to be explored, especially 
from a comparative perspective. For exam-
ple, what is the relation between interest in a 
topic or in the questionnaire on the one hand 
and quality of response on the other? If such 
a question seems rather simple, there are still 
difficulties in measuring ‘interest’ in an appro-
priate manner. Likewise, even if the words in 
a questionnaire are chosen very carefully and 
discussed between experts after extensive cog-
nitive testing or pretesting, there is still room to 
discuss the choice of a particular wording. This 
kind of information has to be documented in 
depth and published in order to allow scientific 
validation. In this context, it is a little bit aston-
ishing that experiments in survey methodology 
are less often archived and re-analyzed than 
substantive surveys, even though the survey 
methodologists are probably the people most 
trained to do secondary analysis in an appro-
priate way (Chapter 40; see also Mutz 2011).

Once again, the comparative dimension 
adds a level of difficulty here: what is true in a 
given context is not necessarily true in another 
one (Chapters 12 and 13). That means that a 
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lot of experiments and empirical analysis have 
to be multiplied in different countries before 
solutions can be adopted or adapted. As men-
tioned, the incentives presented in Chapter 28 
have been until recently only discussed in a 
US context, without knowing how appropri-
ate it would be to implement them in the same 
way in Africa, Asia, Europe or South America. 
Another case could be item validity, which 
may vary by behavior patterns or rules of 
social exchange deeply embedded in cultures. 
For example, the prevailing norm of ‘sav-
ing face’ during social interactions may lead 
Chinese respondents to give socially desirable  
responses during face-to-face interviews to an 
excessive extent.10 In some comparative sur-
veys, such as the ISSP, a significantly large 
number of East Asian respondents also choose 
the mid-point response category (e.g., neither 
agree nor disagree) on attitudinal items, con-
sistently refraining from revealing definite 
opinions. It also remains unknown how such 
cultural differences could be taken into account 
for comparative survey studies. Similarly, lin-
guistic properties of questions and wordings 
are far better known in an Anglo-Saxon con-
text that in other languages. In other words, 
we still have to make progress in order to find 
functional equivalence between countries 
when designing surveys (Chapters 19 and 33).

But insisting on the difference of conditions 
between countries is also an invitation to exam-
ine the importance of differences between dif-
ferent social groups inside a country, in terms of 
shared validity and reliability, as well as func-
tional equivalence. In other words, if we follow 
such an idea, every survey is comparative by 
nature! That means that considering the chal-
lenges posed by multicultural surveys also make 
us aware of the heterogeneity of conditions and 
of respondents in each national context.

USE AND USEFULNESS OF SURVEYS 
IN A CHANGING WORLD

We have already mentioned the usefulness  
of surveys, a minimal proof being the 

development of the discipline. Let us discuss 
some points about this in more detail:

 • In any country the statistical office and other gov
ernmental agencies are an important source of 
information needed for governing and for making 
informed decisions. For example, the European 
Commission conducts the Eurobarometer in 
order to gain regular information on the atti
tudes of Europeans. More generally, the use of 
statistical data is part of a movement wherein 
decisions are based on information and facts. 
All of the social reporting movement and evalu
ation studies are based on this line of reasoning. 
‘Evidencebased policy’ is similarly in line with 
the push for ‘evidencebased medicine’ and the 
recent developments around genomics could be 
a further incentive in this sense.

 • A lot of scientific work has been developed on 
the basis of the Comparative Study of Electoral 
Systems (CSES), ESS, E(W)VS and ISSP, to men
tion four important international comparative 
projects. Combining these sources, there are 
probably more than one thousand comparative 
journal articles published each year, showing  
the integration of survey methodology in the sci
entific activity of social sciences today, especially 
in a context of comparison. This is not only a ben
efit in terms of knowledge of the social system of 
the countries concerned, but also considering that 
of sharing methodological excellence and innova
tions between researchers. That means that the 
use of these important surveys increases the level 
of knowledge and competences inside the scien
tific community of the participating countries. The 
encouragement of data infrastructures in Europe, 
including data production with projects like ESS 
or SHARE and through the creation of ERICs,11 is 
probably one more sign of the vitality of surveys  
as a tool for knowledge production in the aca
demic field, at least in a European context.

 • The relation to the media is sometimes more 
ambiguous, also because of the question of the 
accuracy of electoral predictions, sometimes based 
on surveys lacking the necessary transparency 
(Chapters 2 and 5). On the other hand, the ques
tion of feedback to citizens and participants in 
surveys is clearly an important point and it is even 
sometimes seen as a crucial element of a demo
cratic system (Henry 1996). This is also part of the 
idea of a ‘survey climate’ developed in Chapter 6, 
at least if we think that  discussion about surveys 
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and feedback to the people participating are part 
of a democratic culture (Chapter 5).

 • We have already mentioned the close relation 
between the words ‘statistic’ and ‘state’, which 
clearly puts on the agenda some concepts related 
to political science. Four aspects at least are of 
interest here.

  Surveys are part of the democratic system, 
in which everyone must have the right to 
express his or her own opinion. In this sense, 
every act against freedom of expression is 
problematic, and surveys are clearly relevant 
in the context of establishing democracy 
(Chapter 5).

  There is also another link between surveys 
and democracy, as in many cases surveys 
mimic democracy by following the model 
‘one (wo)man, one vote’, which we find 
when each adult inhabitant of a country has 
the same probability of being invited to par
ticipate in a survey.

  Along the same lines, potential respondents 
have some rights: the right not to answer and 
the right to receive feedback about the results 
of what has been done with the information 
given. More generally, for the respondents, 
taking part in surveys entails a cost that must 
be acknowledged by carefully considering 
asking only meaningful  questions.

  But surveys are also ways of forming opinions 
and are not a purely neutral tool of observa
tion. As mentioned in Chapter 20, there is a 
performative effect in the definition and use 
of categories and subjects to be asked about. 
More generally, there is a stream of research 
that questions the relation between surveys 
and public opinion or even the pertinence of 
the latter as a scientific concept.12

In fact, presented in this way, survey method-
ology can be not only seen as an interdiscipli-
nary field but even considered in terms of 
transdisciplinarity (Hirsch Hadorn et  al. 
2008), which means taking into account the 
social conditions in which interdisciplinarity 
operates. We hope to have demonstrated in 
this handbook the interest in discussing sur-
veying from a methodological point of view 
as well as from a far more general perspec-
tive, including social and political challenges. 
The condition for this is the practical 

possibility of using the information contained 
in surveys in the most pertinent way. Above 
all, that means documentation of the data and 
their conditions of production (Chapter 29) 
as well as good practices of analysis (Chapters 
30, 31 and 32).

orGAniZATion oF The hAndbooK

The handbook begins by introducing basic 
principles in Part I. It also introduces readers 
to the two main organizing principles: the 
idea of total survey error and the comparative 
perspective.

Part II underlines that surveys are not just 
a technical tool described by a simple meth-
odology but that they are anchored in socie-
ties and historical contexts. They are useful 
for many actors, such as the state, and also 
have an impact because they have developed 
in a historical context. That is one reason that 
allows us to speak about ‘survey climate’ 
(Chapter 6) and one more reason to take into 
account ethical issues (Chapter 7).

The remainder of the handbook follows a 
simple flow model of conducting a survey: 
planning a survey, deciding about measure-
ment, choosing a sample method, thinking 
about specific features of data collection, pre-
paring the data for use, and finally assessing 
and, where possible, improving data quality. 
The questions that are posed and that have to 
be answered in each of these steps are even 
more challenging if a survey is to be carried 
out as part of cross-cultural, comparative 
research. Therefore, this particular aspect is, 
as mentioned earlier, dealt with in specific 
chapters discussing the particular challenges 
of comparative survey research in the differ-
ent phases of the survey process.

The next chapters are dedicated to planning 
a survey (Part III). In this part, the research 
question that drives the choice of a suitable 
survey design has to be made explicit. A 
specific survey mode or modes is also to be 
determined. It also covers a discussion of the 
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total survey error paradigm in practice as well 
as a discussion of surveying in multicultural 
contexts, with an emphasis on doing surveys 
in difficult situations.

The chapters in the remaining parts discuss 
more specific aspects of the survey process 
through the question of measurement on the 
one hand (Part IV) and of sampling on the 
other (Part V), which are the practical tools 
that surveys require. Finally, specific issues 
in the data collection phase are discussed 
(Part VI). From the total survey error per-
spective, all the different steps are important 
when it comes to assessing the final quality 
of the outcome. In other words, a survey is 
always a combination of interlinked steps 
and its finally achieved quality depends on 
the weakest one.

Data are of no value if they are not used. 
That is why a lot of people put a lot of effort 
into making data available for secondary 
research. This of course implies properly 
documenting the data, organizing access to 
them and respecting the characteristics of the 
samples through weighting as well as ensur-
ing comparability. Preparing data for use is 
covered in Part VII.

Quality can be threatened by a number 
of factors. Detecting, and hopefully correct-
ing for, the potential biases is central in this 
respect. Part VIII addresses this in terms of 
measurement questions, non-response and 
missing values, as well as comparability 
challenges.

Part IX is dedicated to further issues. 
As mentioned, they can be divided into 
three components: better use of resources, 
beginning with secondary analysis, putting 
together different sources, comprising the 
different ways to link data and framing all 
that in a process of globalization of science 
and surveying.

For us as editors an important contribu-
tion of this handbook is not only to give tools 
to solve problems but also to offer elements 
to frame surveys in a more general context, 
allowing methodology and scientific prac-
tices to be linked in the most fruitful ways. 

One of the most challenging developments 
in the near future will be to combine data 
from different sources including surveys. 
However, we firmly believe that the survey 
model based on a random sample of a popu-
lation will continue to play an important role 
in the advancement of the social sciences and 
knowledge society in general.

noTes

  1  A report recently published by the AAPOR writes, 
‘The term Big Data is used for a variety of data as 
explained in the report, many of them character-
ized not just by their large volume, but also by 
their variety and velocity, the organic way in which 
they are created and the new types of processes 
needed to analyze them and make inference 
from them. The change in the nature of the new 
types of data, their availability, the way in which 
they are collected, and disseminated are funda-
mental’. And, as a recommendation: ‘Surveys 
and Big Data are complementary data sources 
not competing data sources’ (AAPOR report on 
big data, 12.2.2015, accessed 29.2.2016 from 
https://www.aapor.org/AAPOR_Main/media/
Task-Force-Reports/BigDataTaskForceReport_
FINAL_2_12_15_b.pdf).

  2  See for example Quality Assurance Framework for 
the European Statistical System, version 1.2, edited 
by the European Statistical System, http://ec.europa.
eu/eurostat /documents/64157/4392716/  
ESS-QAF-V1-2final.pdf/bbf5970c-1adf-46c8-afc3-
58ce177a0646, accessed 28.11.2015.

  3  For poverty see for example Bowley (1915; dis-
cussed in Kruskal and Mosteller 1980). For social 
mobility, some Scandinavian studies of the nine-
teenth century are mentioned by Merllié (1994). 
We can also think of the works of Galton and 
Pearson on the transmission of quality between 
generations, as reported for example by Des-
rosieres (2002). For general histories of survey 
research see Oberschall (1972) and Converse 
(2009).

  4  Cf. https://psidonline.isr.umich.edu/, accessed 3. 
12.2015.

  5  Asian Barometer (http://www.asianbarometer.
org/), a partner in the Global Barometer net-
work, is not to be confused with Asia Barom-
eter, an independent regional comparative 
survey  network jointly sponsored by govern-
mental agencies and business firms in Japan  
(https://www.asiabarometer.org/).
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  6  See https://cnef.ehe.osu.edu/, accessed 3.12.2015.
  7  See also the ISO norm, http://www.iso.org/ 

iso/catalogue_detail?csnumber=43521, accessed 
14.1.2016.

  8  See the AAPOR report on the use of non-
probability sampling, http://www.aapor.org/
AAPOR_Main/media/MainSiteFiles/NPS_TF_
Report_Final_7_revised_FNL_6_22_13.pdf, 
accessed 29.2.2016.

  9  This question of different development between 
the academic world, the private survey organiza-
tions and the national statistical institutes is still 
of relevance and was one of the reasons for the 
launch of the Data without Boundaries project 
(DwB) in the context of the 7th Framework Pro-
gram of the European Union.

 10  For theoretical arguments about such social 
norms, see Hwang (1987).

 11  For these institutions see for example https://
ec.europa.eu/research/infrastructures/index_
en.cfm?pg=eric, accessed on 26.12.2015.

 12  In the French tradition, such a critical perspec-
tive exists in the stream initiated by Bourdieu in 
1972 in the famous paper ‘L’opinion publique 
n’existe pas’ (reproduced at http://www.homme- 
moderne.org/societe/socio/bourdieu/questions/
opinionpub.html, accessed on 26.12.2015). 
More recently see also the work of Blondiaux 
(1998). In English we can mention Bishop (2004).
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2
Survey Standards

To m  W.  S m i t h

DIFFERENT TYPES OF STANDARDS

First, there are informal common or custom-
ary practices. For example, in the field of 
survey research (as well as in many other 
disciplines), the general norm is to accept 
probabilities of 0.05 or smaller as ‘statisti-
cally significant’ and thus scientifically cred-
itable. As far as I know, this rule is not 
codified in any general, formal standards, but 
it is widely taught in university courses and 
applied by peer reviewers, editors, and others 
at journals, publishers, funding agencies, etc. 
(Cowles and Davis, 1982). Other examples 
are the use of null hypotheses and including 
literature reviews in research articles (Smith, 
2005).

Second, standards are adopted by profes-
sional and trade associations.1 These may 
apply only to members (often with agreement 
to follow the organizational code as a condi-
tion of membership) or may be deemed appli-
cable to all those in a profession or industry 
regardless of associational membership. 

Enforcement is greater for members (who 
could be sanctioned or expelled for violat-
ing standards), but can also be applied to 
non-members (Abbott, 1988; Freidson, 1984, 
1994; Wilensky, 1964).

Third, standards are developed by stand-
ards organizations. These organizations dif-
fer from particular professional and trade 
associations in that they do not represent a 
specific group and they are not designed to 
promote and represent individual profes-
sions or industries, but to establish standards 
across many fields. The main international 
example is the International Organization for 
Standardization (ISO) and the many national 
standards organizations affiliated with the 
ISO (e.g. in the US the American National 
Standards Institute or in Togo the Superior 
Council of Normalization). Standards organi-
zations typically both promulgate rules and 
certify that organizations are compliant with 
those rules (Smith, 2005).

Fourth, standards are written into specific 
contracts to conduct surveys. Contracts of 
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course can stipulate any mutually agreeable, 
legal provisions. But in many cases they 
incorporate specific requirements based on 
the codes/standards of professional and trade 
associations and/or standard organizations.

Finally, there are legally-binding stand-
ards established by governments. These can 
be local, national, or international. They may 
be set directly by legislation and/or estab-
lished by regulatory agencies. Examples are 
the restrictions that many countries impose 
on pre-election polls (Chang, 2012; Smith, 
2004). Enforcement can be through civil sanc-
tions or criminal prosecutions. Government 
agencies sometimes work together with 
private organizations (usually trade, profes-
sional, or standards groups) to formulate and 
even enforce rules. In addition, governments 
also set standards by establishing rules for 
data collected by their own agencies (e.g. the 
US Bureau of the Census) or by those work-
ing for the government (OMB, 1999, 2006; 
Smith, 2002a; Subcommittee, 2001).

TYPes oF Codes oF ProFessionAL 
And TrAde AssoCiATions

One key component of professionalization is 
the adoption of a code of standards which 
members promise to follow and which the 
professional association in turn enforces 
(Abbott, 1988; Freidson, 1984, 1994; 
Wilensky, 1964). Codes for survey-based 
research can have several different 
components.

First, there are ethical standards that stipu-
late certain general and specific moral rules. 
These would include such matters as honesty, 
avoiding conflicts of interest, and maintain-
ing confidentiality (American Statistical 
Association, 1999; Crespi, 1998). Even when 
applied to a specific industry/profession like 
survey research, they usually reflect general 
principles applicable across many fields.

Second, there are disclosure standards 
that stipulate certain information, typically 

methodological, that must be shared with oth-
ers about one’s professional work (Guide of 
Standards for Marketing and Social Research, 
n.d.; Hollander, 1992; Kasprzyk and Kalton, 
1998; Maynard and Timms-Ferrara, 2011; 
Smith, 2002a). A prime example of this 
approach is the Transparency Initiative 
launched by the American Association for 
Public Opinion Research (AAPOR) and 
endorsed by such other organizations as 
the World Association for Public Opinion 
Research (WAPOR) and the American 
Statistical Association (AmStat).

Third, there are technical and definitional 
standards. Essentially, these are detailed 
elaborations on what is meant by other stand-
ards. For example, AAPOR and WAPOR 
both require that the response rate of sur-
veys be disclosed and both endorse Standard 
Definitions: Final Dispositions of Case 
Codes and Outcome Rates for Surveys (www.
aapor.org/Standard_Definitions2.htm) as the 
way in which those and other outcome rates 
must be calculated and reported (see also 
Lynn et al., 2001; Kaase, 1999).

Fourth, there are procedural standards. 
These indicate specific steps or actions that 
need to be executed when a professional 
activity is carried out. For example, checking 
cases through monitoring centralized tele-
phone calls or recontacts might be stipulated 
procedures for interview validation.

Finally, there are outcome or performance 
standards. These specify acceptable levels 
that are expected to be reached before work 
is considered as satisfactory. This includes 
such things as having dual-entry coding show 
a disagreement rate below a certain level (e.g. 
less than 2 in 1000) or obtaining a response 
rate above some minimum (e.g. 70%).

Codes can encompass few, many, or all of 
these types of standards. The different types 
are not independent of one another, but inter-
act with each other in various, complex ways. 
For example, procedural standards would 
have to be consistent with ethical standards 
and disclosure and technical/definitional 
standards are closely inter-related.
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Professional and Trade 
Associations

There are many professional and trade asso-
ciations in the field of survey research. First, 
there are the core professional and trade 
associations of the profession and industry of 
survey research. These include two, major, 
international professional associations: 
ESOMAR (formerly the European Society 
for Opinion and Marketing Research) and 
WAPOR; regional associations like the 
European Survey Research Association, 
Asian Network for Public Opinion Research, 
and the Latin American Chapter of WAPOR; 
many national professional associations such 
as the AAPOR, the Social Research 
Associations (SRAs) in Wales, Scotland, and 
Ireland, and the British Market Research 
Association (BMRA); and national trade 
associations such as the Association of the 
Marketing and Social Research Industry 
(Canada) (AMSRI), Council of American 
Survey Research Organizations (CASRO), 
Council of Canadian Survey Research 
Organizations (CCSRO), and the National 
Council of Public Polls (USA) (NCPP).

Second, there are professional and trade 
associations in closely-related fields: mar-
ket research, the social sciences, and statis-
tics. Market research associations include 
ESOMAR, which bridges the fields of survey 
and market research, and such other groups 
as the Advertising Research Foundation 
(ARF), the Alliance of International 
Market Research Institutes (AIMRI), the 
American Marketing Association (AMA), 
the Association of Consumer Research 
(ACR), the Association of European 
Market Research Institutes (AEMRI), the 
European Federation of Associations of 
Market Research Organizations (EFAMRO), 
the Market Research Quality Standards 
Association (MRQSA), the Marketing 
Research Association (MRA), and more spe-
cialized groups within market research such 
as the Audit Bureau of Circulation (ABC) 
and the Media Ratings Council (MRC).

The social-science disciplines most closely 
tied to survey research are sociology, politi-
cal science, and psychology and they are 
represented by such cross-national groups 
as the International Sociological Association 
(ISA), the International Political Science 
Association (IPSA), and International 
Association of Applied Psychology (IAAP).

The main international statistical groups 
are the International Association of Survey 
Statisticians (IASS) and the International 
Statistical Institute (ISI).

Finally, since survey research is often pub-
lic and widely distributed to the mass media 
and also sometimes done by or in collabo-
ration with the media, standards relating to 
the media and journalism are also relevant. 
First, the survey-research field reaches out to 
and promotes best practices by journalists in 
their use of surveys. The NCPP focuses on 
the media and both AAPOR (Zukin, 2012) 
and WAPOR (Smith, 2002b) have guides for 
journalists. Second, numerous media organi-
zations have standards about reporting their 
own surveys and the surveys of others, such 
as the Canadian Broadcasting Corporation 
(n.d.) and Reuters (2009). Lastly, various 
media professional and trade associations 
have standards relating to surveys such as the 
Canadian Association of Journalists (2012) 
and the German Press Council (2006). The 
organizational and associational codes of the 
media usually only touch on a few general 
points about using surveys.

Existing Professional and Trade 
Codes

Most of the professional and trade associa-
tions discussed above have codes of stand-
ards that address survey research. But they 
are quite variable in what is and is not cov-
ered. A few examples will illustrate this.

First, for codes of disclosure a compari-
son was made of nine documents (codes and 
supporting documents) by five organizations 
(AAPOR, CASRO, ESOMAR, NCPP, and 
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WAPOR) (Smith, 2002b). All organizations 
agreed on the reporting of the following 
elements of a survey: who conducted, who 
sponsored, sample design, sample size, sam-
pling error, mode of data collection, when 
collected/dates, question wording, question 
order, sample population, and response rate. 
Also, mentioned in most of these codes and 
related documents were weighting/imputing 
and indicating the purpose of the survey.

Second, standards on response rates were 
examined. The codes and official statements 
of 20 professional, trade, and academic 
organizations were examined (Smith, 2002a). 
Four have neither codes nor any relevant offi-
cial statements. Another three organizations 
have only brief general statements about 
doing good, honest research. Yet another 
three have general pronouncements about 
being open about methods and sharing tech-
nical information with others, but no details 
on what should be documented. Then, there 
are 10 that have some requirement regarding 
nonresponse.

Of these referring to nonresponse in 
their codes and statements, all require that 
response rates (or some related outcome rate) 
be reported. Only a subset of the 10 mention-
ing nonresponse require anything beyond 
a reporting requirement. Six organizations 
provide at least some definition of response 
and/or related outcome rates, but only the 
AAPOR/WAPOR, CASRO, and ABC defini-
tions are detailed.

Three organizations deal with the issues of 
nonresponse bias in their codes. The WAPOR 
code, right after requiring the reporting of the 
nonresponse rate, calls for information on the 
‘comparison of the size and characteristics of 
the actual and anticipated samples’ and the 
ESOMAR and MRQSA codes require in cli-
ent reports ‘discussion of any possible bias 
due to non-response’. Three organizations 
mention nonresponse bias in official docu-
ments. AAPOR in its ‘Best Practices’, but 
not its code, urges that nonresponse bias be 
reported. AmStat addresses the matter in its 
‘What is a Survey?’ series. The AMA in its 

publication, the Journal of Market Research, 
requires authors to ‘not ignore the nonre-
spondents. They might have different charac-
teristics than the respondents’.

Of the organizations that have an official 
journal, nine have definite standards about 
reporting and calculating response rates, two 
have some general pronouncements men-
tioning nonresponse bias or the response 
rate, one has a marginally relevant standard 
on data sharing, and two have no applicable 
statement.

In brief, only the professional, trade, and 
academic organizations at the core of survey 
research and in the sub-area of media-ratings 
research take up nonresponse in their codes, 
official statements, and organizational jour-
nals. General market research and statisti-
cal organizations do not explicitly deal with 
nonresponse issues in their codes and stand-
ards and only marginally address these in 
the guidelines of their official journals. Even 
among the organizations that do address the 
matter of nonresponse, the proclaimed stand-
ards are mostly minimal. Some, but not auto-
matic, reporting is required by all of the core 
organizations. However, definitions are pro-
vided by only six of the 10. Other aspects, 
such as nonresponse bias and performance 
standards, are only lightly covered. Thus, 
even among those organizations that con-
sider nonresponse, reporting standards are 
incomplete, technical standards are often 
lacking and/or regulated to less official sta-
tus, and performance standards are nearly 
non-existent.

Finally, professional, trade, and academic 
organizations have advanced the cause of 
standards by their general promotion and dis-
semination of research methods at their con-
ferences and official journals (e.g. AAPOR’s 
Public Opinion Quarterly, ESRA’s Survey 
Research Methods, WAPOR’s International 
Journal of Public Opinion Research). As 
Hollander (1992: 83) has observed, ‘the 
annual AAPOR conference was recognized 
early on, together with POQ, which is older 
still, as a means of advancing standards’.
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sTAndArds orGAniZATions

Recently, the ISO initiated a major effort to 
develop standards for survey research. In 
2003, Technical Committee 225 (TC225) 
was established to develop standards for 
‘market, opinion, and social research’. ISO 
and its national members are bodies special-
izing in the development of standards per se 
and lack detailed knowledge of most specific 
fields and industries. As such, TC225 was 
composed of survey-research practitioners 
and relied on direction from technical advi-
sory groups made up of survey researchers in 
the participating countries and from two 
international, survey-research associations 
which are liaison members (ESOMAR and 
WAPOR) to develop the relevant definitions 
and rules. ISO 20252 on Market, Opinion, 
and Social Research – Vocabulary and 
Service Requirements were issued in 2006 
and then updated in 2012 (www.iso.org/iso/
catalogue_detail.htm?csnumber=53439). In 
addition, in 2009 ISO 26363 on Access 
Panels in Market, Opinion, and Social 
Research was adopted.

The ISO standards are largely consistent 
with the existing codes of professional and 
trade associations. For example, its disclosure 
list of information to be included in research 
reports closely follows the existing minimum 
disclosure requirements of the major profes-
sional and trade associations.

But the ISO standards go beyond most 
existing codes in two main regards. First, 
they specify the mutual obligations that exist 
between clients and research service provid-
ers (i.e. data collectors or survey firms). This 
includes stipulating elements that need to be 
in agreements between them including such 
matters as confidentiality of research, docu-
mentation requirements, fieldworker training, 
sub-contracting/outsourcing, effectiveness of 
quality management system, project sched-
ule, cooperation with client, developing 
questionnaires and discussion guides, man-
aging sampling, data collection, analysis, 
monitoring data collection, handling research 

documents and materials, reporting research 
results, and maintaining research records.

Second, they have a number of procedural 
and performance standards. These include the 
following: (1) methods for doing translations 
and level of language competency for the 
translators; (2) type and hours of training for 
fieldworkers; (3) validation levels for verify-
ing data collected by fieldworkers; (4) use of 
IDs by fieldworkers; (5) the notification that 
potential respondents must receive; (6) docu-
menting the use of respondent incentives; (7) 
guarantees of respondent confidentiality; and 
(8) what records should be kept and for how 
long they should be retained.

inTernATionAL CoLLAborATions

Most major cross-national collaborations 
have standards for their participating mem-
bers (Lynn, 2001). These include the 
European Social Survey, the International 
Social Survey Programme (ISSP), the OECD 
Programme for International Student 
Assessment, the Survey of Health and 
Retirement in Europe, the World Health 
Survey (WHS), and the World Values Survey. 
A fuller listing of these programs appears in 
Chapter 43 in this volume. For example, the 
ISSP Working Principles (www.issp.org/
page.php?pageId=170) contain various 
standards for data collection and documenta-
tion, including requirements about mode, 
sample design, the calculation of response 
rates, and methods disclosure. For the WHS 
rules, see Ustun et al. (2005).

oTher AssoCiATions And 
orGAniZATions

Standards are promoted and developed by 
other groups besides the national and interna-
tional professional and trade associations. 
These include several conference/workshop 
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series such as the Household Nonresponse 
Workshop (since 1990), the International 
Field Directors and Technologies Conference 
(since 1993), the International Total Survey 
Error Workshop (since 2005), the 
International Workshop on Comparative 
Survey Design and Implementation (CSDI) 
(since 2002), and the loosely-associated 
series of survey methodology conferences 
starting with the International Conference on 
Telephone Survey Methodology in 1987 
through the International Conference on 
Methods for Surveying and Enumerating 
Hard-to-Reach Populations in 2012. CSDI 
for example has issued the Guidelines for 
Best Practice in Cross-Cultural Surveys 
(http://ccsg.isr.umich.edu/).

Also, survey archives around the world 
have created standards for the documenta-
tion of survey research data (Maynard and 
Timms-Ferrara, 2011). The metadata initia-
tives in particular have increased the docu-
mentation required for deposited surveys and 
also made that information more accessible 
to users. Of particular importance is the Data 
Documentation Initiative (www.ddialliance.
org/).

iMPLeMenTinG And enForCinG 
Codes

If the proof of the pudding is in the tasting, 
then the proof of standards is in their enforce-
ment. Codes matter only if they are followed 
and here the experience of survey research is 
mixed. Three examples illustrate the present 
situation and its limitations.

First, most codes indicate specific meth-
odological information about survey meth-
odology that must be reported. Numerous 
studies over the years in various countries 
and covering both television and newspapers 
have repeatedly found that the basic meth-
odological components required by disclo-
sure standards are often not reported (Bastien 
and Petry, 2009; Sonck and Loosveldt, 2008; 

Szwed, 2011; Weaver and Kim, 2002; Welch, 
2002). For example, the share of news stories 
reporting sample size ranged from 21% in the 
USA in 2000, to 37% in the USA in 1996–98, 
49% in Canadian newspapers in 2008, and 
65% in Poland in 1991–2007. For question 
wording, reporting was even lower, ranging 
between 6% and 25% in studies.

Similarly, reporting in academic journals 
also falls short of the disclosure standards. 
Presser (1984) examined what methodologi-
cal information was reported in articles in the 
top journals in economics, political science, 
social psychology, sociology, and survey 
research. He found that in articles using sur-
veys reporting ranged as follows: (1) sampling 
method from 4% in economics to 63% in sur-
vey research; (2) question wording from 3% 
in economics to 55% in survey research; (3) 
mode of data collection from 18% in econom-
ics to 78% in social psychology; (4) response 
rate from 4% in economics to 63% in survey 
research; (5) year of survey from 20% in 
social psychology to 82% in political science; 
and (6) interviewer characteristics from 0% in 
economics to 60% in social psychology.

Likewise, when looking at response rates, 
Smith (2002a) also found that reporting lev-
els were low in top academic journals – 34% 
in survey research articles, 29% in sociology, 
and 20% in political science. In follow-up 
work, Smith (2002c) found in 1998–2001 
that response-rate reporting remained low 
in political science and sociology, but was 
improving in survey research. However, even 
in survey research in 2001 only 53% of arti-
cles reported a response rate and just 33% 
provided any definition (see also Hardmeier, 
1999; Turner and Martin, 1984).

Perhaps even more telling are the shortfalls 
in the methodology reports released by the 
survey-research, data collectors themselves. 
A study in Canada (Bastien and Petry, 2009) 
during the 2008 election found that sample 
size was reported 100% of the time, question 
wording 97%, weighting factors 62%, and 
interview mode 55%. A US study of 2012 
pre-election polls found reporting for sample 
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size 98%, question wording 73%, weight-
ing 37%, and interview mode 86% (Charter 
et al., 2013).

Second, the professional associations are 
not well-equipped to handle specific instances 
of alleged code violation which are commonly 
called standards cases. For example, WAPOR 
has no mechanism for or tradition of handling 
standard cases. AAPOR does have proce-
dures and does conduct such reviews, but it 
has found that formal standards cases involve 
considerable effort, take a long time to decide, 
and, under some outcomes (e.g. exoneration or 
private censure), do not result in educating the 
profession. AAPOR procedures are by neces-
sity complex and legalistic in order to protect 
the rights of the accused. Also, since the han-
dling of standards cases is done by volunteers 
who must find time to participate, this creates 
a burden and takes considerable time to adju-
dicate. AAPOR believes that standards in the 
field can better be advanced by methods other 
than formal standards cases, such as by task-
force reports and the Transparency Initiative.

Finally, many professions in part enforce 
their codes through the certification of mem-
bers. But this practice is rare in the field of 
survey research. Globally, neither WAPOR 
nor ESOMAR has certification, nor does 
AAPOR or CASRO in the United States. 
However, MRA started a Professional 
Researcher Certification Program in 2005 
(see www.mra-net.org/certification/over-
view.cfm). Its certification includes adher-
ence to MRA’s Code of Marketing Research 
Standards. Also, as is true of ISO standards 
in general, ISO 20252 provides for the cer-
tification of survey-research organizations as 
compliant with its standards.

The roAd To ProFessionALiZATion 
And The roLe oF Codes

Wilensky (1964) proposes five sequential 
steps that occupations go through to obtain 
professionalization: (1) the emergence of the 

profession; (2) establishing training schools 
and ultimately university programs; (3) local 
and then national associations; (4) govern-
mental licensing; and (5) formal codes of 
ethics. Survey research has only partly 
achieved the second, for although there are 
some excellent training programs and univer-
sity programs, most practitioners are for-
mally trained in other fields (statistics, 
marketing, psychology, sociology, etc.).2 
Survey research has resisted certification and 
governmental licensing, although recent sup-
port for the proscription of fraudulent prac-
tices disguised as surveys (e.g. push polls 
and sugging – selling under the guise of a 
survey) and the ISO standards have moved 
the field more in that direction. On the devel-
opment of the survey-research field, see 
Converse (1987).

Studies of professionalization indicate that 
one of the ‘necessary elements’ of profes-
sionalization is the adoption of ‘formal codes 
of ethics…rules to eliminate the unqualified 
and unscrupulous, rules to reduce internal 
competition, and rules to protect clients, and 
emphasize the service ideal …’ (Wilensky, 
1964: 145) and ‘codes of ethics may be cre-
ated both to display concern for the issue 
[good character] and to provide members 
with guides to proper performance at work’ 
(Freidson, 1994: 174).

Survey research has begun to follow the 
path of professionalization, but has not com-
pleted the journey.

In the judgment of Donsbach (1997), sur-
vey research is ‘semi-professional’. Among 
other things, it has been the failure of survey 
researchers ‘to define, maintain, and reinforce 
standards in their area’ (Donsbach, 1997: 23) 
that has deterred full professionalization. 
As Crespi (1998: 77) has noted, ‘In accord-
ance with precedents set by law and medi-
cine, developing a code of standards has long 
been central to the professionalization of any 
occupation’. He also adds that ‘One hallmark 
of professionals is that they can, and do, meet 
performance standards’. In Donsbach’s anal-
ysis (1997: 26), the problem is that standards 
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have neither been sufficiently internalized 
nor adequately enforced:

We have developed codes of standards, but we 
still miss a high degree of internalization in the 
process of work socialization. We also lack clear 
and powerful systems of sanctions against those 
who do not adhere to these standards. It is the 
professional organizations’ task to implement 
these systems and to enforce the rules.

The limited adoption and enforcement of 
standards and the incomplete professionaliza-
tion has several causes. First, the survey-
research profession is divided between 
commercial and non-commercial sectors. 
Coordinating the quite different goals and 
needs of these sectors is challenging. There 
has often been disagreement between these 
sectors on standards and related matters 
(Smith, 2002a, 2002d). Moreover, trade asso-
ciations typically only include for-profit firms 
and exclude survey-research institutes at uni-
versities, government agencies, and not-for-
profit organizations. But various steps have 
been taken to bridge this divide. AAPOR, for 
example, has certain elected offices rotate 
between commercial and non-commercial 
members and more informally WAPOR and 
other associations try to balance committee 
appointments between the various sectors. 
Also, CASRO has opened membership to 
not-for-profits and universities.

Second, for quite different reasons both 
sectors have not vigorously pursued profes-
sionalization. The academics have been the 
most open to professionalization in gen-
eral and standards in particular since most 
are already members of two types of well- 
organized professions (university teach-
ers) and their particular discipline (e.g. 
statistician, psychologist, sociologist, etc.). 
But while this socialization has made them 
open to professionalization and standards, 
it has also hampered the professionaliza-
tion of survey research since the academics 
already are usually twice-fold professionals 
and many have only a secondary interest in 
survey research as a field/profession.

The commercial practitioners have seen 
themselves more as businesspersons and less 
as professionals and many see standards as 
 externally-imposed constraints (akin to gov-
ernment regulations) that intrude on their 
businesses. Of course it is not inevitable that 
businesses oppose standards and people in 
business fields necessarily resist professionali-
zation. For example, the Society of Automobile 
Engineers was successful from early on in 
establishing industry-wide standards and 
recommended practices (Thompson, 1954). 
However, this has not transpired within the 
survey-research industry. Suggested reasons for 
the limited development of cooperation within 
the survey field include a high level of competi-
tion (Bradburn, 1992) and that fewer benefits 
from collaboration and coordination may exist.3

Third, survey research in general and 
 public-opinion research in particular are 
information fields with strong formative roots 
in both journalism and politics (Converse, 
1987). Some have seen any attempted regu-
lation (especially by government, but even 
via self-regulation), as an infringement on 
their freedom of speech and as undemocratic. 
They lean more towards an unregulated, 
marketplace-of-ideas approach related to the 
freedom-of-the-press model.

In sum, the incomplete professionalization 
of survey research has hindered the devel-
opment and enforcement of professional 
standards. Incomplete professionalization 
in turn occurs due to inter-sector and inter-
disciplinary division in survey research and 
from the high value placed by practitioners 
on the ideal of independence and proposition 
that the marketplace can exercise sufficient 
discipline. Both economic and intellectual 
laissez-faireism undermine the adoption and 
enforcement of standards.

ConCLusion

Standards codes exist for the key professional 
and trade associations in the field of survey 
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research and there is a high degree of agree-
ment on many of their provisions. But largely 
because professionalization has been incom-
plete, actual practice has often lagged behind 
the standards and enforcement has been lim-
ited. However, this situation has begun to 
change in recent years. For example, AAPOR 
and WAPOR have both adopted Standard 
Definitions for the calculation and reporting 
of response and other outcome rates and the 
ISO has worked with professional and trade 
associations in the field of survey research to 
establish international standards. Thus, the 
future prospects are for the spread of and 
greater enforcement of standards and the con-
tinued professionalization of survey research.

noTes

 1  Trade or industry associations are those in which 
organizations rather than individuals belong. 
Professional and academic associations have 
individuals in a particular occupation or scholarly 
discipline as members. There are also hybrid asso-
ciations that include both individuals and organi-
zations as members.

 2  University survey-research programs include the 
Survey Research and Methodology Program at the 
University of Nebraska and the Joint Program in 
Survey Methodology at the Universities of Mary-
land and Michigan and summer institutes such 
as the ICPSR Summer Program for Quantitative 
Methods of Social Research, the Essex Summer 
School in Social Science Data Analysis, and the 
GESIS Summer School in Survey Methodology.

 3  The setting of a standard gauge for railroads is 
an example in which several industries benefited. 
Builders of railroad equipment needed to pro-
duce only one size of wheels and axles, shippers 
gained as transfer costs were reduced, and rail-
roads won increased traffic as unnecessary costs 
were eliminated.

reCoMMended reAdinGs

Interested readers may begin by studying profes-
sional standards, e.g. the AAPOR Standard Defi-
nitions (see http://www.aapor.org/

AAPOR_Main/media/publications/Standard-Defi
nit ions2015_8thedit ionwithchanges_
April2015_logo.pdf) or the ICC/ESOMAR Inter-
national Code on Market and Social Research 
(see www.esomar.org/uploads/public/ 
knowledge-and-standards/codes-and-guide-
lines/ICCESOMAR_Code_English_.pdf). For 
comparative surveys the Cross-Cultural Survey 
Guidelines are of particular importance (see 
http://ccsg.isr.umich.edu/archive/index.html).
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3
Total Survey Error: A Paradigm for 

Survey Methodology

L a r s  E .  L y b e r g  a n d  H e r b e r t  F.  W e i s b e r g

INTRODUCTION

Survey research began as a very practical 
enterprise, gathering facts and opinions from 
a large number of respondents, but with little 
underlying theory. As will be shown in this 
chapter, the ‘Total Survey Error’ approach 
(TSE) has been devised as an inclusive para-
digm for survey research to guide the design 
of surveys, critiques of survey results, and 
instruction about the survey process. This 
chapter will review the TSE approach and 
place it within the broader concern for achiev-
ing a ‘Total Survey Quality’ (TSQ) product.

TSE emphasizes the trade-offs that are 
required in conducting surveys. Whenever 
a researcher conducts any type of study, 
there are constraints: costs, ethics, and time. 
There are also possible errors in any type of 
research study. In the survey field, those pos-
sible errors, among others, include the error 
that results from using a sample to represent a 
larger population (‘sampling error’), the error 
from incomplete response to the survey and 

its questions (‘nonresponse error’), and the 
error that occurs in survey responses (‘meas-
urement error’).

The TSE approach emphasizes the 
trade-offs that must be made in trying 
to minimize those possible errors within 
the constraint structure of the available 
resources. Minimizing all of these error 
sources at once would require an unlimited 
budget as well as a very long time schedule, a 
situation that never prevails in the real world. 
Instead, the researcher has to decide which 
errors to minimize, realizing that expend-
ing more resources to minimize one type of 
error means fewer resources are available to 
minimize another type of error. Decreasing 
sampling error by greatly increasing the sam-
ple size, for example, would take away from 
the amount of money left to give interview-
ers extensive training, call back to locate 
respondents who were not found in the 
first attempt, pretest the questionnaire more 
extensively, and so on. The TSE approach 
suggests that clients commissioning surveys 
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should weigh these trade-offs, deciding how 
they want to spend their limited resources to 
minimize the potential survey errors that they 
consider most serious.

The goal of survey organizations is to 
achieve a quality product. Total Survey Quality 
(TSQ) includes the need for minimizing total 
survey error (‘accuracy’), but it also includes, 
among other factors, producing results that fit 
the needs of the survey users (‘relevance’) and 
providing results that users will have confi-
dence in (‘credibility’). The well-run survey 
organization pays attention to these quality 
criteria while trying to minimize survey error 
within cost and other constraints.

The TSQ argument emphasizes the usabil-
ity of the survey results. Maximizing TSE 
does not necessarily produce a useable set 
of findings. Consider a well-designed sim-
ple random sample of 100 likely voters that 
shows that one candidate has a 60%–40% 
advantage over the other candidate. While 
that seems like a small sample, such a result 
would be statistically significant: there would 
be less than a 5% chance of obtaining such 
a result if the other candidate were ahead 
instead. Yet, regardless of the statistical sig-
nificance of its findings, such a small survey 
would not be considered credible. Few news-
papers would take it seriously enough to pub-
lish an article based on that small survey, and 
campaign consultants would not find enough 
useful results to help them shape their cam-
paign. Governments generally have strict 
quality standards they impose on surveys 
they contract for. The TSQ approach points 
to the need to take the likely usefulness of 
the survey results into consideration when 
designing and conducting the survey.

This chapter introduces the interrelated 
TSE and TSQ perspectives that underlie later 
chapters in this Handbook. We begin by relat-
ing the evolution of the TSE approach, and 
then describe how it is merged with the TSQ 
goals. We conclude by considering some 
recent developments that have the potential 
of upsetting usual practices in the survey 
research field.

The deVeLoPMenT oF The ToTAL 
surVeY error APProACh

While surveys are a very common research 
procedure today, they were very rare a cen-
tury ago with the exception of censuses. The 
basic notion that one could represent a larger 
population with a probability sample was not 
yet understood. The first major breakthrough 
involved statistical sampling theory, particu-
larly Neyman’s (1934) landmark article that 
provided a scientific basis for sampling. 
Neyman provided mathematical proof that 
sampling error could be measured by calcu-
lating the variance of the estimator. That was 
followed by Hansen’s experiments for the 
US Census Bureau that showed that small 
random samples are more accurate than non-
random judgment samples in which individu-
als are chosen to represent different groups in 
the population (Hansen and Hauser 1945). 
Thus, by the middle of the twentieth century 
it was well understood that the inevitable 
‘sampling error’ that results from surveying a 
random sample of a larger population of 
interest could be estimated mathematically.

There also was an early realization that 
there are more possible errors in surveys 
than just sampling error (e.g., Deming 1944). 
Typical was Kish’s (1965) description of sur-
vey error as having two components: sam-
pling error and non-sampling error, with the 
latter including measurement bias. Sampling 
error was emphasized because it could be 
computed for probability samples with math-
ematical precision. Measurement bias could 
not be formally estimated, but there were 
many practical efforts in the 1950s through 
1980s to decrease measurement bias in sur-
veys by improving interviewing procedures 
as well by improving question wording.

There are, of course, potential errors in 
every social science research technique. The 
idea of systematizing and classifying poten-
tial errors began in Campbell and Stanley’s 
(1963) careful classification of potential 
problems of ‘internal validity’ and ‘external 
validity’ in experimental research. There has 
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been less attention to detailing the full possi-
ble set of errors in content analysis and obser-
vation research.

Robert Groves’s (1989) book on Survey 
Errors and Survey Costs provided a major 
theoretical development in the survey 
research field. It developed the concept of 
Total Survey Error (TSE), making it a para-
digm for the survey field. Groves systemati-
cally listed the types of error in surveys and 
explained the cost calculation in minimizing 
each type of error. He showed that there are 
cost-benefit trade-offs involved, since mini-
mizing one type of error within a fixed survey 
budget leads to less emphasis on controlling 
other types of error. Groves et  al. (2004, 
2009) updated Groves (1989) with research 
that had been done in the interim on the dif-
ferent stages of the survey process.

In addition to survey errors and costs, 
Weisberg (2005) emphasized another impor-
tant consideration by explicitly adding sur-
vey effects to the trade-offs between survey 
errors and survey constraints. Rather than 
involving errors that can be minimized, these 
effects involve choices that must be made 
in survey design for which there are no cor-
rect decision. For example, asking question 

A before question B may affect the answers 
to question B, but asking question B before 
question A may affect the responses to ques-
tion A. Thus, it may be impossible to remove 
question order effects in a survey regardless 
of how many resources are spent on them. As 
another example, a male respondent might 
give different answers on some questions to 
a male interviewer than he would to a female 
interviewer. Again, there is no easy way to 
remove gender-of-interviewer effects in sur-
veys that use interviewers. Instead, survey 
researchers can seek to estimate the magni-
tude of such survey effects.

At this point, it is useful to introduce the 
different types of survey error that will be 
considered in more detail in subsequent sec-
tions of this Handbook. Figure 3.1 provides a 
depiction that emphasizes that sampling error 
is just the ‘tip of the iceberg’, one of the sev-
eral possible sources of error in surveys.

The first set of errors arises from the 
respondent selection process. As already 
mentioned, sampling error is the error that 
occurs when interviewing just a sample of the 
population. If the sample is selected by prob-
ability sampling, then it is possible to com-
pute mathematically the ‘margin of error’ 

Sampling error

Coverage error

Nonresponse error at the unit level

Nonresponse error at the item level

Measurement error due to respondents 

Measurement error due to interviewers 

Postsurvey error 

Mode effects

Comparison error 

Respondent selection
issues

Response accuracy
issues

Survey administration
issues 

Figure 3.1  The different types of survey error source. 

Source: Adapted from Weisberg (2005, p. 19).
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corresponding to a 95% confidence interval 
for the survey results. Sampling issues can 
be very technical. While it sounds good to 
give each individual an equal chance of being 
selected by using simple random sampling, 
that procedure is often neither possible nor 
cost-effective. Stratifying the sample can 
reduce the sampling error, so that the right 
proportion of individuals are chosen within 
known subcategories of the population. 
Clustering the sample within known clusters 
(such as city blocks or banks of telephone 
numbers) can reduce costs, though that 
would increase the sampling error. A more 
serious problem is that probability sampling 
is often not feasible, as when conducting an 
Internet-based sample without having a list 
of the email addresses of the population of 
interest. Strictly speaking, sampling errors 
cannot be computed when the sampling is 
not  probability-based, though many survey 
reports state what the sample would be for the 
number of individuals that were interviewed, 
had simple random sampling been used.

Respondent selection issues involve more 
than sampling error. ‘Coverage error’ or 
‘frame error’ occurs when the list from which 
a sample is taken does not correspond to the 
population of interest. A telephone sample 
based exclusively on landline phones would 
entail coverage error since it would be biased 
against young people who only have cell 
phones. Frame errors also occur when a sam-
ple includes people who are ineligible, such 
as a voter survey that includes non-citizens. 
When a sampled unit does not participate 
in the survey, there is ‘unit nonresponse’. 
Unit nonresponse occurs both when sampled 
respondents cannot be contacted and when 
they refuse to be interviewed. The response 
rate has fallen considerably in most surveys 
of the mass public, making it essential to 
consider this matter when designing a sur-
vey. Unit nonresponse becomes especially 
serious when it is correlated with variables 
of interest, such as if Republicans were less 
willing than Democrats to participate in US 
exit polls.

Another set of survey errors involves 
response accuracy issues. The usual emphasis 
is on the measurement error that arises when 
respondents do not give accurate responses. 
That may be due to the respondents them-
selves, as when they are not sufficiently 
motivated to provide accurate answers. 
Alternatively, it could be due to the ques-
tion wording, including unclear questions, 
biased question wording, or demanding more 
detailed information than respondents can 
be expected to know or remember (such as 
asking people to recall what month they last 
saw their doctor). Measurement error due to 
respondents can also be related to question-
naire construction, such as question-order 
effects or fatigue effects from overly long 
questionnaires.

Interviewers can also introduce measure-
ment error, which emphasizes the importance 
of interviewer training. One approach to min-
imize interviewer error is ‘standardized inter-
viewing’, when interviewers are trained to 
ask the identical question in the identical non-
judgmental manner to all respondents. Some 
researchers instead prefer ‘conversational’ 
(or ‘flexible’) interviewing, with interview-
ers trained to help respondents understand 
the questions in the identical manner.

Additionally, the aggregate set of responses 
on a survey question can be inaccurate when 
some respondents do not answer all the ques-
tions, known as ‘item nonresponse’ or ‘miss-
ing data’. This can be a matter of people 
skipping questions accidentally, intentionally 
refusing to answer questions, or not having 
an opinion on attitude questions. One can try 
to write survey questions in such a way as to 
minimize the likelihood of missing data, or 
one can try to deal with missing data prob-
lems at the data analysis stage. Missing data 
may not be a problem if it is truly missing at 
random, but the results would be biased if the 
occurrence of missing data were correlated 
with the variables of interest.

Finally, there is a set of possible errors 
related to survey administration. ‘Postsurvey 
error’ can occur in processing and analyzing 
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the data, including errors made in coding 
the survey responses. While converting sur-
vey responses to code categories may seem 
routine, it often involves difficult and subjec-
tive judgments that can introduce consider-
able error. There can also be ‘mode effects’ 
related to how the survey is conducted (e.g., 
telephone versus web surveys). Mode effects 
could be related to whether or not there is a 
human interviewer, as well as whether the 
respondent hears or reads the questions. 
Mode differences can be particularly impor-
tant on so-called ‘sensitive topics’. For exam-
ple, people might be less willing to admit 
drug or alcohol use when an interviewer is 
asking the questions than when filling out 
an anonymous written questionnaire. ‘Social 
desirability effects’ can also be more com-
mon when there is a human interviewer, as 
when answering questions relating to racial 
prejudice. ‘Comparison error’ (Smith 2011) 
deals with the issue of non-equivalence of 
estimates on the same survey topic for dif-
ferent populations, which is relevant in 
cross-national and cross-cultural surveys. 
Comparison error also can occur when com-
paring answers on the same topic from sur-
veys taken in different years if, as frequently 
is the case, the surveys word the questions 
differently.

Each of these different errors can either 
be random or systematic. Random errors 
are ones that vary from case to case but are 
expected to cancel out. For example, human 
interviewers are likely to skip a word occa-
sionally when reading questions to respond-
ents, but there should not be a pattern to such 
slips. Systematic errors are ones that bias the 
results, distorting the mean value on vari-
ables. For example, interest groups that spon-
sor surveys often word their questions so as 
to make it more likely that respondents will 
support those interest groups’ positions, bias-
ing the results to make it look like their posi-
tion has more support than it would have with 
more neutral question wording.

Another issue is whether the errors are 
uncorrelated or correlated. Ideally, errors 

would be uncorrelated, as when an inter-
viewer mistakenly records a respondent’s 
‘yes’ answer as a ‘no’. What is more serious 
is when the errors for different respondents 
are correlated, which occurs when interview-
ers take multiple interviews and when cluster 
sampling is used. Having interviewers take 
multiple interviews (which is the only feasi-
ble way of taking interviews) and using clus-
ter sampling help contain the cost of a survey, 
but correlated errors increase the variance of 
estimates due to an effective sample size that 
is smaller than the intended one and thereby 
make it more difficult to achieve statistically 
significant results. Correlated variances occur 
whenever multiple coders, editors, interview-
ers, supervisors and/or crew leaders are given 
assignments and affect their assignments 
in systematic but different ways. Thus, it is 
important to balance the cost savings from 
having to train just a small number of inter-
viewers and other survey staff and from using 
cluster sampling versus the greater margin of 
error that results from those design decisions.

The survey design goal is to minimize the 
‘mean squared error’ (MSE), which is the 
sum of (1) the variance components (includ-
ing sampling error) and (2) the squared bias 
from measurement and other sources. MSE 
has become the metric for measuring Total 
Survey Error. While MSE cannot usually be 
calculated directly, it is useful conceptually 
to consider how large the different compo-
nents can be and how much they add to the 
total survey error.

This discussion has spoken of ‘potential’ 
errors, since there is often no objective way 
to determine the ‘truth’ being measured in 
surveys. For example, ideally each person in 
a sample would answer the survey, but it is 
common to have some people refuse to coop-
erate. It may well be that the people who do 
not respond would have answered the same 
way as those who did respond, in which 
case their refusals did not create any error. 
However, their refusals create the possibility 
for error, since their answers might have been 
very different from those who responded to 
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the survey – and we generally have no way of 
knowing whether that is the case, so we must 
recognize the potential for error when some 
people in the sample are not interviewed.

In dealing with error that is not related to 
sampling, the survey design decisions are 
whether to ignore such error, whether to try 
to control it, or whether to try to measure it. 
While the ideal might be to minimize every 
type of error, that is impossible under fixed 
monetary and time constraints, so many 
researchers instead try to measure those error 
sources they cannot control. For example, 
some resources might be used to gain side 
information about individuals who were 
selected for the sample but would not partici-
pate, so one can estimate how much bias was 
introduced by their nonparticipation.

As the field has developed since the Groves 
(1989) book, there has been further research 
on each of the different error sources. That 
research will be presented in later sections of 
this Handbook, but it is important to stress a 
few of the most important developments and 
relevant controversies. One of the most impor-
tant developments has been greater focus on 
the role of cognition in survey research, par-
ticularly as regards how respondents process 
survey questions. While early work viewed 
interviewing as a conversation, more recent 
theorizing has focused on how an interview 
is a cognitive task for the respondent. Of par-
ticular importance is the Cognitive Aspects 
of Survey Methodology (CASM) movement 
(Jabine et al. 1984), which began the process 
of using insights from the cognitive revolu-
tion in psychology to reduce measurement 
error in surveys.

The CASM movement led to the idea of 
‘think-aloud protocols’, in which respondents 
tell the interviewer what they are thinking as 
they formulate their answers. That is particu-
larly useful in testing question wording when 
developing a questionnaire. The emphasis on 
cognitive processes also led to Krosnick and 
Alwin’s (1987) theory that there are two dif-
ferent levels of effort that respondents can 
exert in answering survey questions. While 

researchers hope that respondents will fol-
low the ‘high road’ that requires real think-
ing, respondents will instead frequently use 
the ‘low road’ of giving an answer that sounds 
plausible so as to get through the task quickly. 
Such ‘satisficing’ behavior increases measure-
ment error. Tourangeau et al. (2000) provided 
a further breakthrough with their separation 
of the high-road response process into four 
cognitive components: comprehending the 
question, retrieving relevant information from 
memory, judgment of the appropriate answer, 
and, finally, selecting and reporting the 
response. Improving survey question wording 
requires understanding possible errors in each 
of these four steps as well as trying to mini-
mize the likelihood of satisficing.

Another important development in the 
TSE approach has been a greater focus on 
‘selection bias’, which occurs when the 
actual respondents differ systematically from 
the intended population on the attitudes or 
behavior being measured. Non-probability 
samples introduce the possibility that the 
sample selection criterion is related to the 
attitudes or behavior of interest, thus bias-
ing the survey results. The response rate in 
telephone surveys has fallen drastically over 
the years, leading to increased reliance on 
recruiting respondents who are willing to 
participate in web surveys. However, selec-
tion bias is a serious potential problem for 
web surveys because people who opt-in for 
a web survey might be very different from 
those who do not. Even weighting the sample 
on the basis of known population character-
istics may not handle this problem because 
people who respond to such a web survey 
may differ from those with the same demo-
graphics who do not respond. Some pollsters 
try to resolve this problem by conducting a 
small supplementary telephone sample to 
use to weight the web sample. However, the 
basic argument of web survey proponents is 
that the response rate on telephone surveys 
today is so low that conventional random 
phone surveys also suffer from selection 
bias: the people who are willing to respond 
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to a telephone survey might be very different 
from those who do not. In any case, selection 
bias has become a key concern for surveys of 
the mass public.

desiGninG surVeYs FroM A Tse 
PersPeCTiVe

From a TSE perspective, the goal in survey 
planning is to have the smallest possible 
Mean Squared Error within the constraints of 
a fixed monetary and time budget. Stating 
that is, however, easier than achieving it. For 
one thing, it is difficult to estimate the mag-
nitude of many of the possible errors, and, 
for another, costs of minimizing particular 
types of error are hard to estimate in advance. 
The task becomes even more difficult in the 
usual situation where several variables are 
being measured and they have different likely 
error structures. Working to reduce the meas-
urement error on one set of survey questions 
could increase the error for a different set of 
questions in the same survey. Cross-national 
surveys pose even greater difficulty, espe-
cially when different survey organizations 
conduct the fieldwork in the different coun-
tries. This is not to discount the importance 
of thinking about MSE, but it points out that 
one cannot expect precision in estimating it 
at the survey planning stage.

The broader point is that there is not an 
overall formal survey planning theory. The 
TSE approach provides a framework for 
thinking about the several elements involved 
in planning a survey, but, as Lyberg (2012: 
110) emphasized, there is no planning 
manual for surveys and ‘no design formula 
is in sight’. Later in this chapter we review 
a recent attempt by Biemer et  al. (2014) to 
provide more of an overall assessment, but 
we do not expect a formal survey planning 
theory to be developed in the near future.

The TSE perspective is certainly very use-
ful as an outline for instruction about sur-
vey research. It is important that researchers 

contemplating a survey understand the trade-
offs required, and the TSE approach helps 
make those trade-offs clear. Still, it would be 
hard in practice for an investigator to make 
the choices required, particularly because of 
the difficulty in stating trade-offs effects with 
precision.

The most common trade-offs situation 
is between sampling error and unit nonre-
sponse. One way to reduce sampling error is 
to increase the sample size, but that increases 
interviewer costs considerably. Alternatively, 
one could expend more money on trying to 
obtain interviews with more people in the 
original sample, such as through more call-
backs to people who could not be contacted 
originally, through conversion attempts to get 
interviews from people who refused on first 
contact, through offering alternative ways of 
answering the survey (such as web comple-
tion instead of a telephone interview) and/
or through offering monetary inducements 
to respondents. In this day of big data, one 
might even be able to buy information about 
non-cooperating designated respondents, 
possibly including their consumer behavior, 
their house value, their frequency of voting 
in recent elections, and which political can-
didates they have contributed to – assuming 
that such inquiries about people without their 
consent can pass the ethical muster of an 
Institutional Review Board.

Another aspect of the TSE approach is to 
include in the survey some measurement of 
survey effects that cannot be minimized. For 
example, when there is not a perfect way to 
word a survey question, random half-samples 
of the respondents can be asked different ver-
sions of the same question to measure how 
robust answers on a topic are to how the 
question is worded. Similarly, when asking 
closed-ended questions, the order of response 
options can be varied for different random 
half-samples to measure how robust results 
are to the ordering of the response options. 
Such survey experiments increase the cost 
of programming a survey and require extra 
effort to ensure that the results are analyzed 
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correctly, but these extra costs are minimal 
compared to the considerable usefulness of 
the information they can provide.

It is similarly possible to design a sur-
vey so that some interviewer effects can be 
estimated. For example, it can be useful to 
keep track of the gender of interviewers in 
order to test for interactive effects between 
the gender of the respondent and the inter-
viewer. Similarly, the race of interviewers 
can be included in the data so that race-of-
interviewer effects can be analyzed. Though 
it is not always feasible, respondents would 
ideally be assigned to interviewers randomly 
(a procedure known as ‘interpenetration’), so 
interviewer effects can be estimated.

The TSE approach has its roots in caution-
ing against the common practice to focus on 
just the sampling error. A focus just on sam-
pling error results in underestimating the real 
error, sometimes considerably so. Ideally 
the service provider should, together with 
the client or the main users, identify error 
sources that are major contributors to the 
MSE, control them during the implementa-
tion stage, and potentially modify the survey 
design based on the analysis of paradata col-
lected from relevant processes (Couper 1998, 
Groves and Heeringa 2006, Kreuter 2013).1 
In practice, however, errors and error struc-
tures are difficult to discuss with interested 
parties, since their complexity does not invite 
user scrutiny. Concepts such as correlated 
interviewer variance, design effects, and cog-
nitive phenomena such as context effects and 
telescoping can be very difficult to discuss 
with a client or a user.

Instead, the average client thinks that 
good accuracy is the responsibility of the 
service provider, and the service providers 
are selected based on their perceived cred-
ibility. Thus, service providers or produc-
ers of statistics usually place high priority 
on being trustworthy and accurate regard-
ing data quality, while users place high pri-
ority on aspects that they can easily assess. 
Examples of aspects or dimensions of qual-
ity that users appreciate include relevance 

(data satisfy user needs), timeliness (data are 
delivered on time), accessibility (access to 
data is user-friendly), interpretability (docu-
mentation is clear and comprehensible), and 
cost (data give good value for money). These 
dimensions are the components of so-called 
quality frameworks and there are a number 
of slightly different ones used by statistical 
organizations (Lyberg 2012). Groves et  al. 
(2009) call them non-statistical dimensions 
but none-the-less they are important to con-
sider at the design stage, since resources have 
to be set aside to satisfy user needs regard-
ing these dimensions. Typically, users are 
not only interested in data quality (the total 
survey error as measured by the MSE) but 
also in some of these other dimensions. This 
means that we have a trade-off situation not 
only when it comes to the TSE components 
but also between TSE components and other 
dimensions. For instance, if a user wants data 
really fast, there is less time for nonresponse 
follow-up and accuracy might decrease com-
pared to a situation where there is ample time 
for this activity.

The TSE framework is a typology of error 
sources with a prescription of how to control, 
measure, and evaluate their impact on survey 
estimates. It is a great conceptual foundation 
but very difficult to practice. In practice, sur-
vey organizations do not produce estimates 
of TSE on a regular basis because of costs, 
complexity, and/or lack of methodology. 
Also the number of error sources increases as 
new technology is introduced, and some error 
sources might even defy expression.

Many questions associated with the TSE 
framework have remained unanswered over 
the years. For instance, why are some error 
sources such as coding understudied when 
their consequences can be considerable 
depending on the use of coded data? One 
example is when movements on the labor mar-
ket are studied and errors in repeated occupa-
tion coding result in an exaggerated picture 
of such movements. Other questions con-
cern the allocation of resources. How should 
resources be allocated between measurement 
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of error sizes and actual improvement of the 
processes involved (Spencer 1985), and how 
should resources be allocated between pre-
vention of errors, quality control, and evalua-
tion, i.e., before, during, and after the survey? 
Also, most surveys are multipurpose, which 
is problematic from a design optimization 
point of view. Usually this problem is solved 
by identifying the most important variables 
and then working out a compromise design 
that best estimates those variables.

It seems very unrealistic to expect statisti-
cians to develop expanded confidence inter-
vals or margins of error that take all major 
error sources into account. A much more 
realistic scenario is to work on continuous 
improvement of various survey processes 
so that biases and unwanted variations are 
gradually reduced to the extent that esti-
mates of variances become approximations 
of the mean squared error. One way of 
accomplishing that would be to vigorously 
apply proven design principles and sur-
vey standards together with ideas from the 
world of quality management, most notably 
the notion of continuous quality improve-
ment. This calls for a new way of thinking, 
where TSE is extended to total survey qual-
ity (TSQ), where survey quality is more than 
a margin of error. In the next section we will 
describe how a gradual merging between 
TSE and TSQ has evolved.

The MerGinG oF ToTAL surVeY 
error WiTh ToTAL surVeY QuALiTY

In the late 1980s and early 1990s many sta-
tistical organizations became interested in 
aspects of survey quality beyond traditional 
measures of accuracy. The quality frame-
works represent one such development, 
where users were informed about several 
dimensions of survey quality. Just measuring 
and describing quality dimensions was, how-
ever, not sufficient. The quality management 
movement became part of the work in these 
organizations, with ideas about continuous 
quality improvement, two-way communica-
tion with users, handling competition from 
other providers of surveys, streamlining 
survey processes by observing metrics so 
that unnecessary variation is reduced, trying 
to eliminate waste, and minimizing costs of 
poor quality (Lyberg et al. 1998). At the core 
is the idea that measuring quality must be 
combined with systematic improvement 
activities.

Thus survey quality is more than a speci-
fied TSE. To be able to improve the TSE, 
we need to move to a state that we might 
call Total Survey Quality, TSQ, where the 
ingredients listed above are present. TSQ is 
illustrated by Table 3.1 that is adapted from 
Lyberg and Biemer (2008). The table shows 
that it is possible to view TSQ as a three-level 

Table 3.1 survey quality on three levels

Quality level Main stakeholders Control instrument (examples) Measures and indicators (examples)

Product Users, clients Product requirements, evaluation 
studies, quality frameworks, 
minimum standards

Estimates of MSE components, 
degree of compliance to 
requirements, results of user 
surveys

Process Survey designer Metrics and paradata, control 
charts, verification and other 
quality control measures, process 
standards and checklists

Paradata analysis, analysis of 
common and special cause 
process variation, results of 
evaluation studies

Organization Service provider, 
government, society

Excellence models, audits, self
assessments

Assessment scores, identification 
of strong and weak points, 
staff surveys

Source: Adapted from Lyberg and Biemer (2008)
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concept: product quality, process quality, and 
organization quality.

The product quality is the extent to which 
agreed-upon product requirements have been 
met. Such requirements might include a cer-
tain response rate or that the translation of 
survey materials has been checked according 
to specifications.

A good product quality rests on good under-
lying processes. A good process is one that is 
stable in the sense that it always delivers what 
is expected. For instance, the process of inter-
viewing implies that a number of elements 
must be in place for this to happen. Examples 
of such elements are a proper training pro-
gram, a compensation system that encourages 
interviewers to strive for good quality, and 
supervision and feedback activities that help 
interviewers improve. Quality is built into the 
process by such quality assurance measures. 
Then quality control measures are used to 
check if these quality assurance elements are 
carried out and function as intended. This is 
done by using paradata or other metrics, i.e., 
data about the process. When paradata are plot-
ted it is usually possible to distinguish between 
process variation that has common causes and 
variation due to special causes by using statis-
tical process control theory and methods, espe-
cially the control chart (Montgomery 2005). 
There are also simpler ways of checking parts 
of the interview process. For instance, check-
ing with respondents that interviews have 
actually taken place can discover interviewer 
falsification and so can simple response pattern 
analyses. Simple Pareto diagrams of monitor-
ing outcomes can identify questions that were 
especially problematic for the interviewers.

Finally, a good process quality cannot be 
achieved without good organizational quality. 
For instance, a survey organization must have 
leadership that makes sure that the organiza-
tion has staff with the right competence, that 
processes are continuously improved, that 
suggestions and opinions from users and staff 
are taken care of, and that good processes are 
promoted within the organization and evalu-
ated regularly.

While the idea that survey quality should be 
measured by the mean squared error encom-
passing all variance and squared bias terms 
associated with an estimate seems reason-
able, this becomes complicated in practice. 
It would be very expensive to estimate the 
sizes of various bias terms since that would 
entail comparisons between the regular sur-
vey result and the result of a preferred survey 
procedure (which for some reason, probably 
budget constraints, could not be used in the 
regular survey). It would also be very compli-
cated and expensive to estimate the correlated 
response variance due to interviewers, cod-
ers, editors, and supervisors, since that would 
require interpenetration experiments compar-
ing the outcomes of clustered assignments 
with random ones. Furthermore, models 
decomposing the MSE of an estimate gener-
ally do not include all major error sources. 
For example, the US Census Bureau survey 
model (Hansen et al. 1964) does not include 
nonresponse and noncoverage errors. It also 
takes time to conduct such studies. On the 
other hand it is quite disturbing that so many 
margins of error in surveys are understated. 
As mentioned one way out of this dilemma 
is to gradually improve survey processes so 
that they approach ideal ones associated with 
small errors. The quality management litera-
ture has given us philosophies, methods, and 
tools to do that (Breyfogle 2003).

The ASPIRE system (A System for Product 
Improvement, Review, and Evaluation) devel-
oped at Statistics Sweden (Biemer et al. 2014) 
is a recent attempt at handling survey qual-
ity assessment emphasizing TSE while using 
certain quality management tools. ASPIRE is 
a general system for evaluating TSE for the 
most important products at the agency. It uses 
six components for quality monitoring and 
process improvement, namely:

 • MSE decomposed into sampling error, frame 
error, nonresponse error, measurement error, data 
processing error, and model/estimation error.

 • Five quality criteria, namely the product’s knowl
edge of risks of each of the MSE components on 

BK-SAGE-WOLF.indb   36 6/21/2016   11:52:54 AM



total survey error: a ParadigM for survey Methodology 37

the accuracy of the product, communication with 
data providers and users regarding these risks, 
compliance with best practices in the survey field 
regarding mitigation of errors, available expertise 
for monitoring and controlling errors, and the 
product’s achievements toward risk mitigation 
and improvement plans.

 • Quality rating guidelines for each of the quality 
criteria with descriptions of what the assess
ments poor, fair, good, very good, and excellent 
mean to ensure consistent ratings.

 • Rating and scoring rules that help summarize 
progress in quality.

 • Risk assessment including the intrinsic risk of 
doing nothing, the residual risk remaining after 
mitigation measures have been applied, and 
where the quality criteria are weighted by intrin
sic risks, low, medium, and high. This allows 
for individual error source scores as well as a 
weighted overall product score.

 • An evaluation process including preactivities 
such as reviewing existing quality declarations 
and any program selfassessments, a quality 
interview with program staff, and post activi
ties such as reviewing comments from product 
owners on product ratings possibly resulting in 
scoring adjustments.

ASPIRE is a comprehensive approach that is 
easily understood by management. The use 
of quality management principles and tools 
such as self-assessment, risk assessment, 
staff capacity building, and identification of 
areas most important to improve makes it 
possible to gradually mitigate the TSE. 
ASPIRE has so far been used during five 
rounds of quality assessment of the most 
important products at Statistics Sweden. 
Quality improved over the five rounds for 
most of these products.

ASPIRE does not really reflect all parts of 
the TSE, but it does a better job than other 
existing approaches toward mitigating the 
MSE. Admittedly the scoring process can be 
somewhat subjective and is, of course, highly 
dependent on the knowledge and skills of the 
evaluators. Furthermore, it is important that 
the evaluators are external, since most inter-
nal assessments have a tendency to underre-
port problems (Lyberg 2012).

It is possible to go beyond Total Survey 
Quality to consider the quality of the total 
research study. Total Research Quality (TRQ) 
would include not only the survey itself, but 
also the information needs that led to choos-
ing to conduct a survey rather than a different 
research strategy. It would also include the anal-
ysis stage, checking whether the data analysis 
approach is appropriate for the research needs.

Accordingly, Kenett and Shmueli (2014) 
recently launched a new concept called 
Information Quality, InfoQ, which takes sur-
vey quality one step beyond Total Survey 
Quality. InfoQ attempts at assessing the utility 
of a particular data set for achieving a given 
analysis goal by employing statistical analy-
sis or data mining. Obviously it is possible to 
increase InfoQ at the survey design stage by 
investigating the various known information 
needs. A formal definition of the concept is

InfoQ ( f, X, g) = U[ f(X|g)]

where g is the quality of goal definition, X is 
data quality, f is quality of analysis, and U is 
quality of the utility measure. InfoQ is in some 
sense a measure of the Total Research Quality 
(TRQ). Given a stated goal, InfoQ can be 
assessed at the design stage, at the data release 
stage, or before embarking on any secondary 
analyses. It can discover a faulty translation 
from statistics to domain, and it should be 
potentially useful when integrating data sets. 
InfoQ is clearly a few steps away from the one-
size-fits-all frameworks we have mentioned 
above but it is still to be tested in practice.

Thus, in our review of survey quality we 
have not only moved from sampling error to 
total survey error, but we have moved beyond 
both to total survey quality and ultimately to 
total research quality.

The FuTure oF ToTAL surVeY 
error And ToTAL surVeY QuALiTY

It is appropriate to conclude with some discus-
sion of issues that are arising in contemporary 
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survey research that impinge on the TSE, 
TSQ, and even TRQ approaches. This involves 
recognition both of new data sources and of 
renewed debates as to how to conduct scien-
tific surveys.

First, there has been an explosion of new 
data sources in recent years, principally due 
to the Internet. Much more ‘administrative 
data’ is collected nowadays and posted in a 
manner that is accessible to researchers. The 
term ‘big data’ is often used to include the 
large amount of commerce and government 
data that is becoming available to research-
ers. Add to this the data from social media, 
such as from Google searches or Facebook 
posts. This explosion of data sources is lead-
ing to a field of ‘Data Science’ that is apart 
from but not unrelated to survey research.

One result of this explosion is that the num-
ber of cases for data analysis is often exponen-
tially greater than the number of respondents 
in most surveys. While sample size has tradi-
tionally varied between different types of sur-
veys, non-governmental surveys were usually 
in the area of 800–2,000 respondents. Web 
surveys now can yield ten times those numbers 
of respondents, while ‘big data’ can involve 
thousands of times that number of cases.

On the one hand, the greater number of 
respondents makes it easier to detect small 
effects. A 1% difference is usually not statis-
tically significant in a survey of 800–2,000 
respondents, but it might be if there were 
80,000–200,000 cases being analyzed. 
However, a 1% difference is still a small differ-
ence, often too small to matter substantively.

On the other hand, the greater number 
of respondents is rarely achieved through 
 probability-based sampling. Strictly speak-
ing, that makes statistical significance cal-
culations inappropriate. Some researchers 
simply claim that conclusions based on a very 
large number of cases should be accepted, 
regardless of how the respondents were 
recruited. Other researchers use complex 
weighting procedures to weight the respond-
ents on the basis of known population charac-
teristics. ‘Propensity weighting’ has become 

common in web surveys as a means to com-
pensate for people’s differential willingness 
to participate in surveys, such as by weight-
ing a large web survey by some aspects of a 
much smaller telephone survey.

A further complication is the debate 
between two statistical schools. On one side 
are the ‘frequentists’ who have provided the 
basis for how survey results have tradition-
ally been interpreted. On the other side are 
the ‘Bayesians’ who weight survey results 
with their prior knowledge, often based on 
previous surveys. A good example of the 
Bayesian perspective is the US election fore-
casting models by Nate Silver and others who 
build models based on a state’s voting in pre-
vious election and then update those models 
with new polls as they come out, giving more 
credence to polls from nonpartisan sources 
and human interviewers than to polls from 
survey organizations with ideological biases 
or to automated polls.

The election forecasting example is a good 
illustration of what is becoming known as 
data-driven journalism. Whereas journalists 
50 years ago would develop forecasts for an 
election by talking to insiders who were con-
sidered specialists in the politics of a state, 
nowadays they use polls, polls of polls, and 
complex statistical models to develop their 
election forecasts. Such a development is 
occurring also in many decision-making 
areas, such as companies using a combina-
tion of focus groups and consumer surveys in 
deciding on which new products to bring to 
market and how to prepare effective market-
ing campaigns for those products.

Time and cost considerations are creating 
additional problems for traditional survey 
research. Many data users have a distinct 
need for improved timeliness, needing data 
on very short notice and not being willing 
to wait for a traditional survey to deliver that 
data. Furthermore, in-person national surveys 
have become very expensive in large indus-
trial countries, and the cost of hiring inter-
viewers has even made telephone surveys 
more expensive than many research budgets 
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permit. As a result, many users are not will-
ing to pay for traditional surveys. There is 
still a lot of room for traditional surveys, 
but the survey community needs to adjust to 
these time and cost concerns.

The Total Survey Error approach and the 
Total Survey Quality emphasis have both 
been important developments. They have 
created better understanding of the survey 
process and more focus on how to improve 
surveys. Yet the movement away from tradi-
tional survey procedures to big data, opt-in 
panels, and other modes of data collection 
may signify another paradigm shift that yields 
even greater changes in how survey research 
is conducted. The development from TSE and 
TSQ to Total Research Quality seems very 
relevant since future data collection will be 
very different from today’s. We can expect a 
plethora of data sources and a need to com-
bine these. We need new theories and meth-
ods that can help us do that in a scientific way.

noTe

 1  Paradata in a survey are data about how the sur-
vey data were collected. For example, it would 
include how many attempts were made to con-
tact a respondent, how long the interview took, 
and what time of day the interview was taken. 
Alternative definitions do not restrict paradata to 
the data collection process but rather all survey 
processes (Lyberg and Couper 2005).
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4
Challenges of Comparative  

Survey Research

T i m o t h y  P.  J o h n s o n  a n d  M i c h a e l  B r a u n

INTRODUCTION

The origins of comparative survey research 
date back to the late 1940s (Smith, 2010). 
From those earliest experiences, the dangers 
of uncritically exporting social science 
research methodologies to new cultures and 
social environments were quickly recognized 
(c.f., Buchanan and Cantril, 1953; Duijker 
and Rokkan, 1954; Wallace and Woodward, 
1948–1949; Wilson, 1958). Over the ensuing 
decades, the research literature began to 
demonstrate increasing awareness of both the 
opportunities and challenges of comparative 
survey research (Bulmer and Warwick, 1993; 
Casley and Lury, 1981; Cicourel, 1974; Frey, 
1970; Przeworski and Teune, 1970; Tessler 
et al., 1987; van de Vijver and Leung, 1997; 
van Deth, (2013 [1998]). Today, the impor-
tance of comparative survey research is 
reflected in dramatic increases in the availa-
bility of internationally comparative survey 
data (Smith, 2010; see also Chapter 43 by 
Smith and Fu, in this Handbook), the volume 

of substantive analyses of these data, and the 
continued growth and sophistication of meth-
odological research focused on the problems 
associated with comparative survey research 
(c.f., Davidov et  al., 2011; Harkness et  al., 
2010a; van de Vijver et  al., 2008). In this 
chapter, we provide an overview of the chal-
lenges posed by comparative survey research 
and some potential strategies for addressing 
them.

THE CHALLENGE OF COMPARABILITY

In comparative survey research, much more 
than the problems common to all mono- 
cultural surveys and measures need to be 
taken into consideration. In addition to 
depending on the quality of each individual 
national or cultural survey and measurement 
component, cross-cultural research is  
also dependent on their ‘comparability’. 
Within the comparative framework, the same 
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challenges apply whether the goal is com-
parison of different ethnic groups within a 
single country or comparisons across multi-
ple countries. In the first case, multiple 
issues, such as sampling, accessibility, trans-
lations, and interviewer effects, may be rele-
vant. In the second case, larger contextual 
factors must also be considered. These latter 
contexts might include considerations such 
as the social structures and information avail-
able for the drawing of samples and conduct-
ing fieldwork, as well as socio-economic and 
political environments. Because cross-
national comparative surveys are the more 
general case, we will focus in this chapter on 
comparisons of different countries. However, 
comparing different cultural groups within a 
country will be addressed as well.

An initial question which emerges early 
in the conduct of a comparative project is 
that of which countries are to be compared. 
The selection of countries or cultural groups 
is important both for the design of an origi-
nal comparative survey project and for the 
analysis of secondary data. Depending  
on the research question, different strate-
gies have been considered (e.g., Frey, 1970;  
Küchler, 1998; Przeworski and Teune, 1970; 
Scheuch, 1968). One approach involves the 
selection of countries which are contextu-
ally as different as possible. An important 
advantage of this ‘most different systems’ 
design (Przeworski and Teune, 1970: 34ff) is 
its ability to demonstrate the generalizability 
of relationships between the variables under 
study. If relationships between constructs are 
found to be consistent across countries that 
have little in common, then there is reason to 
believe that they are indeed generalizable and 
not dependent on the conjunction of very spe-
cific contextual conditions. If, on the other 
hand, the research aim is to demonstrate that 
a relationship originally found in one country 
or cultural group is unique and does not hold 
everywhere, then using different contexts 
(e.g., countries which differ in a large num-
ber of characteristics) is a disadvantage. This 
holds because, if the data seemingly are in 

accordance with the expectation of different 
relationships, alternative explanations might 
make an unambiguous interpretation impos-
sible. In this case it is rather helpful to select 
highly similar countries, which is consistent 
with Przeworski and Teune’s (1970) ‘most 
similar systems’ design. This is because, 
having once found differences in the relation-
ships already with highly similar countries, it 
becomes more likely that this will also be the 
case across more different national contexts. 
In research practice, however, these consid-
erations are increasingly losing relevance, 
at least as far as the selection of countries is 
concerned, due to the ongoing development 
of analytic strategies that are able to address 
many of these concerns (see below).

Many projects of international compara-
tive survey research such as the International 
Social Survey Program (ISSP, http://www.
issp.org) or the World Values Survey (WVS, 
http://www.worldvaluessurvey.org) strive 
for a more comprehensive coverage of all 
countries. And the survey projects restricted 
to specific regions of the world such as the 
European Social Survey (ESS, http://www.
europeansocialsurvey.org), the European 
Values Study (EVS, http://www.european-
valuesstudy.eu) or the Eurobarometer sur-
veys (http://ec.europa.eu/public_opinion/
index_en.htm) also pursue, in their domains, 
a maximally complete coverage of existing 
countries (for these projects, see Chapter 43 
by Smith and Fu, this Handbook). Modern 
developments of regression analysis, in par-
ticular multilevel models, have provided 
adequate statistical procedures for the appro-
priate analysis of data from a large number 
of countries. These procedures allow one to 
investigate whether relationships between 
variables differ between countries and how 
such differences can be explained by charac-
teristics on the level of countries.

The problem of comparability not only 
concerns the nations under investigation but 
also the selection of groups to be compared 
between countries. In comparative research, 
attention has to also be paid to the possibility 
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that what is found is not a difference between 
countries but a comparison between different 
groups. Scheuch (1968: 187) for instance, 
discusses whether farmers in the US are 
comparable with those in Europe: ‘… if one 
compares responses for both groups, much 
of what is done actually shows that similar 
labels refer to different groups, rather than 
demonstrating cross-cultural differences 
between the responses of otherwise compa-
rable groups’.

ProbLeMs oF CoMPArAbiLiTY oF 
ProJeCT CoMPonenTs

In cross-cultural comparative research, the 
adequacy of conclusions depends on the 
quality and comparability of single national 
studies. In the presence of errors, similarities 
and differences between countries might 
simply be due to methodological artifacts. 
Indeed, a critical task of comparative survey 
research is to attempt to prevent, ex ante, and 
to detect and adjust for, ex post, these poten-
tial artifacts.

Two broad classes of errors can be dis-
tinguished: (1) The degree to which sam-
ples which were drawn and realized (after 
fieldwork) represent intended populations 
in a comparable way (sampling, coverage, 
and non-response error), and (2) the extent 
to which the questionnaire in general and 
specific items in particular after translation 
are processed the same way by respondents 
from different national and/or ethnic groups 
(measurement error). For a discussion of the 
total survey error framework, see Chapter 10 
by Biemer in this Handbook.

Sampling, Coverage, and Non-
response Errors

‘Sampling error’ results from analyzing just 
a sample instead of the entire population. It 
can be computed exactly, if the sample has 

been drawn at random and the other, system-
atic, error components (see below) can be 
neglected. ‘Coverage errors’ exist if not all 
units of the population under investigation 
have a chance to be included in the sample. 
The conditions of the sampling might be 
responsible for this. That is, the existence, 
access to and practicability of complete and 
up-to-date lists of the members of the popu-
lation which are necessary for an unbiased 
sampling may not be available in all nations 
(see Chapter 23 by Gabler and Häder, this 
Handbook).

‘Non-response errors’ (see Chapter 27 
by Stoop, this Handbook) refer to non- 
participation of those units of the population 
that have been selected as part of the sample. It 
is composed of non-contacts and refusals and 
those who are not able to take part in the sur-
vey for other reasons, such as limited accessi-
bility, poor health, or language problems. Each 
of these components can differ significantly 
across countries, depending on the survey 
climate in a society (that is how Western-
originated, quantitative surveys are perceived 
in general, and the population’s general will-
ingness to participate in them), as well as its 
survey literacy, or experience with survey 
research practices (Harkness, 2007), fieldwork 
duration, contact protocols, use of incentives, 
the physical mobility and accessibility of the 
population, the acceptability of refusal conver-
sion practices, average household size and the 
resources of the research organization. Lack 
of awareness of or appreciation for important 
religious or public holidays when planning 
fieldwork can also have serious effects on non-
response (Wuelker, 1993).

The consequences of excluding specific 
parts of the population – due to coverage and/
or non-response errors – depend on the top-
ics of the survey and the size of the groups 
affected but in particular on differences with 
respect to the variables of interest between 
these groups and those actually participating 
in the survey.

The utilization of identical procedures 
within each participating country is no 
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guarantee for comparability (Pennell et  al., 
2010). On the contrary, different strategies 
which are adapted to the respective contexts 
might be preferable. It makes obviously little 
sense to prescribe the conduct of telephone 
surveys for all countries, irrespective of the 
local conditions. Otherwise, in countries with 
a low telephone density a large part of the pop-
ulation would be excluded from the survey to 
begin with. Instead, in these countries, other 
survey modes should be employed that can be 
equally successful in covering and contacting 
the population. It might also be necessary to 
accept differences in sampling procedures and 
data collection mode, if the approaches opti-
mal for each single country should be applied. 
In Germany, for instance, a sample drawn from 
municipal registers is regarded as the gold 
standard for personal interviews. In the US, 
in contrast, such registers do not exist. There, 
the standard approach for area probability 
surveys consists of drawing a random sample 
of city blocks first, then another sample of 
households, and finally the sampling of actual 
respondents using within household selec-
tion procedures. In some developing coun-
tries, even such a procedure is not feasible, 
for instance there is less reliable information 
regarding the distribution of the population 
in small geographical units, blocks of houses 
cannot be identified or a part of the population 
consists of nomads. In these cases less precise 
procedures must sometimes be used of neces-
sity, although the now widespread availability 
of global positioning systems (GPS) and asso-
ciated technologies have done much to allevi-
ate these problems (c.f., Galway et al., 2012; 
Himelein et  al., 2014). It would be hardly 
acceptable to use such sub-optimal procedures 
also in those countries in which good random 
samples could be drawn, only to preserve the 
formal equality of procedures.

Measurement Errors

Discrepancies between actual and reported 
values for measures targeted for assessment 

by survey data collection methods are known 
as ‘measurement errors’. These include 
sources of error that may be contributed by 
survey instruments, respondents, interview-
ers, survey design and procedures, and differ-
ences in social systems (Biemer et al., 1991). 
In comparative research, each of these may 
have differential influence across nations and 
individual cultures.

Survey instruments may contribute to 
measurement error by way of complex 
designs, the formulation of single questions 
(and, of course, inadequate translation), the 
succession of questions and response alterna-
tives. At the most basic level, the construc-
tion of individual items needs to be attended 
to carefully when developing measures for 
use in cross-cultural contexts. As an example, 
the President of the US has an entirely differ-
ent function than the President in Germany 
(where he or she has a mostly representa-
tive role, only). When it comes to measuring 
attitudes towards the head of government, 
‘President’ thus needs to be relabeled as 
‘Chancellor’ in a German questionnaire. 
Harkness (2007) provides another example 
that considers the challenge of measuring 
religiosity in a comparable manner across 
nations using items that assess frequency of 
church attendance.

At the respondent level, asking for both 
objective and subjective information can be 
affected by cultural variability in question 
information processing, including problems 
of understanding and interpretation, difficul-
ties of recall of the desired information from 
memory, and variability in judgment forma-
tion, response mapping, and response editing 
processes (Johnson et al., 1997).

In addition, it is known that social interac-
tions and communication patterns are largely 
mediated by cultural norms, which may influ-
ence ‘standardized’ survey data in numerous 
ways. In comparative analyses, these differ-
ences may be misinterpreted as substantively 
meaningful respondent differences in atti-
tudes, beliefs, and/or behaviors when they in 
fact represent variability in how respondents 
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react and respond to survey questions during 
social encounters. There are currently several 
conceptual frameworks for understanding 
cultural dimensions that may be useful for 
interpreting respondent behaviors during sur-
vey interviews. Some of these include those 
identified by Hofstede (2001), Inglehart and 
Oyserman (2004), Schwartz et  al. (1992), 
Triandis (1996), and Trompenaars and 
Hampden-Turner (1998). Hofstede’s (2001) 
individualistic vs collectivistic orientations, 
for example, have been linked to national 
and cultural group differences in propensity 
to give socially desirable, acquiescent, and 
extreme responses when answering survey 
questions (Johnson et al., 2011; Johnson and 
van de Vijver, 2003). In addition, unique cul-
tural patterns such as the Asian and Middle 
Eastern Courtesy bias (Ibrahim, 1987; Jones, 
1963; Mitchell, 1993), the ‘ingratiation bias’ 
(Bulmer, 1993), the ‘sucker bias’ (Keesing 
and Keesing, 1956), Simpatía and other 
dimensions of Hispanic culture (Davis et al., 
2011; Triandis et al., 1984), and the ‘honor’ 
culture found in the southern United States 
(Nisbett and Cohen, 1996), may also differ-
entially influence respondent behaviors.

Interviewers may be an additional source 
of variability in measurement error in com-
parative survey research. They may misread 
question text or register the answers of the 
respondents in a biased way, thereby contrib-
uting to error. They also might drift – con-
sciously or unconsciously – from their role 
as a friendly but neutral observer, by cuing 
respondents to answer in a conforming or 
socially desirable manner. Recent research 
suggests, for example that in some countries, 
religious clothing may influence respondent 
answers (Benstead, in-press; Blaydes and 
Gillum, 2013; Koker, 2009). Countries dif-
fer in their survey traditions and, therefore, 
also in the standards of conduct, for instance 
the training of interviewers, and the accept-
ability of interactions between interviewers 
and respondents of different age or gender 
(Bulmer, 1993; Kearl, 1976; Newby et  al., 
1998; Pennell et al., 2010). The presence of 

others during survey interviews is also likely 
to have differential effects on the quality of 
self-reported information across countries 
(Mitchell, 1993; Mneimneh, 2012).

Survey design and protocols may also 
differentially add to measurement errors 
cross-nationally. Tendencies to give socially 
desirable answers, for example, are known 
to vary by survey mode in that they are most 
pronounced with personal interviews and 
least pronounced with self-administered sur-
veys (Kreuter et  al., 2008). As comparative 
projects of necessity must sometimes rely 
on varying modes of data collection across 
nations for various reasons, such as coverage 
issues (see above), efforts to minimize one 
potential source of cross-national error may 
unfortunately contribute to other sources of 
error. Differences in operational protocols, 
such as procedures for supervising and moni-
toring field interviewers, may have similar 
effects.

Structural differences across social sys-
tems, if not properly accounted for, may 
also lead to serious measurement errors. 
For example, potentially different defini-
tions in different countries concern nearly 
all socio-demographic variables (Braun 
und Mohler, 2003; Hoffmeyer-Zlotnik and 
Wolf, 2003; Scheuch, 1968). Measures of 
education (Braun and Müller, 1997) are 
particularly problematic due to significant 
differences in the underlying education sys-
tems. Measuring income cross-nationally is 
equally challenging.

CoMPArAbiLiTY oF ConsTruCTs 
And iTeMs

Researchers addressing cross-cultural meas-
urement error usually express concerns with 
the ‘equivalence’ of their measures and 
instruments. However, as Frey (1970: 240) 
has observed: ‘equivalence is never total’. 
Accordingly, Mohler and Johnson (2010) 
conceive of equivalence as an ‘ideal concept’ 
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or ‘ideal type’ that is unattainable in practice, 
albeit a useful concept when considering the 
practical similarity of constructs, indicators, 
and measures across cultural groups. The 
notion of equivalence, however, is employed 
as a common heuristic in the literature con-
cerned with cross-cultural methods and we a 
use it here for the same purpose.

It is of course essential to work to estab-
lish the comparability of the stimuli to which 
respondents are asked to respond. If there is 
no such comparability, the data will not only 
represent real differences between the coun-
tries or cultures under investigation but also 
measurement artifacts. Separating both can 
be a difficult challenge. Obviously, research-
ers want to avoid any lack of comparability 
through careful construction of measurement 
instruments ex ante. However, such efforts 
have not been successful in many studies, 
despite significant effort. This means that 
the users of secondary data must often face 
the task of demonstrating ex post whether or 
not equivalence can be demonstrated for the 
measures being analyzed.

Securing Equivalence of 
Measurement Instruments Ex Ante

The comparability of data can be compro-
mised both by an inadequate rendering of 
measures in different languages and in the 
social reality of different national contexts. 
Researchers typically attempt to achieve 
functional equivalence, ex ante, through 
careful construction of the source question-
naire, making ample use of existing multicul-
tural competence and experience (Harkness 
et  al., 2010b), and via professional transla-
tion and adaptation of questionnaires 
(Harkness et al., 2010c).

To give an example, in the ISSP a so-called 
drafting group consisting of representa-
tives of approximately six – ideally highly 
diverse – member countries prepares a pre-
liminary source questionnaire in English. 
In an iterative procedure, this draft is then 

discussed with representatives of the other 
member countries, tested in a smaller num-
ber of countries, and finally approved by the 
ISSP General Assembly after discussion and 
voting. During this process, country-specific 
particularities are taken into account, both 
with regard to the inclusion of single items 
and their formulation. For instance, in the 
past East Asian countries have suggested a 
more abstract formulation of items on reli-
gion than would be necessary if all countries 
had a Christian background. The source ques-
tionnaire is then translated into the languages 
of the participating countries. For the trans-
lation, a team approach is recommended, in 
which several translators first translate the 
questionnaire independently from each other 
into the language of the country and then 
discuss their translations with experts for the 
specific topics dealt with in the questionnaire 
and survey experts (see Chapter 19 by Behr 
and Shishido, this Handbook). Special atten-
tion is given to the question whether the trans-
lated items are understood the same way as 
the items in the source questionnaire. Finally, 
the country-specific versions of the question-
naire are tested in a (cognitive) pretest, with 
special attention to problems of comprehen-
sibility of the translation and comparability 
of the stimuli with the source questionnaire.

Often there is no clear distinction made 
between translation and adaptation, though 
this might be useful (see Chapter 19 by Behr 
and Shishido, this Handbook). Translation 
(in a narrow sense) refers to linguistic 
aspects. However, as a properly translated 
question might lead to different stimuli in 
different cultures, an adaptation is necessary 
which takes into consideration non-linguistic 
cultural information. Paradoxically, errors 
may be more frequent where cultural differ-
ences are seemingly smaller and more likely 
to be overlooked, such as when a common 
language is shared between countries that 
have somewhat unique cultures. An exam-
ple are questions regarding whether children 
suffer if their mother works, where eastern 
German respondents have a tendency to think 
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of younger children and a higher amount 
of labor-force participation than do west-
ern German respondents. Thus, the answers 
of respondents are not directly comparable. 
Nevertheless, the revealed attitudes are still 
less traditional in eastern compared to west-
ern Germany.

Both qualitative procedures and quantita-
tive pretests are helpful to achieve equiva-
lence ex ante. Among qualitative procedures, 
cognitive interviews are particularly helpful to 
investigate problems in the response process 
(Beatty and Willis, 2007; Willis, 2015; see 
also Chapter 15 by Miller and Willis in this 
Handbook). International comparative cogni-
tive studies, however, are infrequent compared 
to intercultural comparative cognitive studies 
in one country, due to the high coordination 
effort necessary (as exceptions: Fitzgerald 
et al., 2011; Miller et al., 2011). In quantitative 
pretests the main study questionnaire is tested 
under actual conditions. When pretests are con-
ducted in different countries and high numbers 
of cases are available, statistical procedures for 
testing equivalence can also be employed.

It is, however, rare in practice that large 
quantitative pretests or qualitative studies are 
conducted in all participating countries. Even 
for the European Social Survey (ESS), quali-
tative studies were the exception and quanti-
tative pretests have been conducted only in 
two countries, before the English-language 
source questionnaire was finalized. Moreover 
these pretests – as in the ISSP – were con-
ducted mainly for the purpose of selecting 
substantively interesting and methodologi-
cally adequate questions and not in order to 
test the final measurement instrument to be 
used in the main study. Thus, it is often nec-
essary to test equivalence ex post on the basis 
of the data collected in the main study.

Securing Equivalence of 
Measurement Instruments Ex Post

There are a large number of quantitative 
 procedures for testing equivalence of 

measurement instruments ex post (Braun and 
Johnson, 2010; Davidov et al., 2011; van de 
Vijver and Leung, 1997). One of the most 
frequently used procedures is confirmatory 
factor analysis (Brown, 2006; Vandenberg 
and Lance, 2000). For cross-cultural com-
parisons, multiple-group confirmatory factor 
analysis tests whether a measurement instru-
ment which has proved to be adequate for 
one country can also be applied to other 
countries. Comparability can exist on differ-
ent levels which refer to the criteria for 
equivalence. Braun and Johnson (2010) illus-
trate the use of several complex and less 
complex procedures for the same substantive 
problem, demonstrating that they lead to 
essentially the same conclusions.

An important drawback of all quantitative 
procedures – perhaps with the exception of 
multilevel models (in particular multilevel 
confirmatory factor analysis) – is that they 
can only point to a problem but not account 
for the underlying causes. For these purposes 
– as already with establishing equivalence 
ex ante (that is in the course of pretesting) – 
probing techniques can be used. Because the 
conduct of cognitive interviews – particularly 
on the international level – is very time con-
suming, the conduct of additional web-based 
studies is a possible alternative. In such stud-
ies, probing questions can be included in a 
regular web questionnaire – comparable to 
Schuman’s (1966) suggestion for ‘random 
probes’.

Behr et  al. (2012), for example, use both 
‘comprehension’ (‘What ideas do you asso-
ciate with the phrase “civil disobedience”? 
Please give examples’) and ‘category-
selection probes’ (‘Please explain why you 
selected [response alternative]’) for an item 
on civil disobedience from ISSP. They docu-
ment two reasons for the lower support for 
civil disobedience in countries such as the 
US or Canada, compared to countries such 
as Germany and Spain. On the one hand, in 
the first group of countries civil disobedi-
ence is associated with violence to a higher 
degree than in the second group. This is a 
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methodological artifact as the respondents are 
actually answering different questions. On 
the other hand, trust in politicians is (even) 
lower in the second group of countries than 
in the first one. This is a substantive result. 
However, in the data methodological artifacts 
and real differences are actually confounded, 
and it is difficult to distinguish between the 
two.

Braun et  al. (2012) show that respond-
ents from different countries, when asked to 
evaluate migrants, do think of largely com-
parable groups which correspond to the real-
ity of migration in the different countries, 
though there are distortions. They use ‘spe-
cific probes’ (‘Which type of immigrants 
were you thinking of when you answered the 
question?’). Conventional statistical methods 
alone could not have answered the question 
whether the attitudes of respondents in differ-
ent countries towards migrants are incompa-
rable because respondents think of different 
groups even in the case of comparable reali-
ties of migration.

eThiCAL And oTher ConCerns in 
CoMPArATiVe surVeYs

Conducting comparative survey research also 
requires consideration of potential variability 
and reconciliation of ethical standards of 
research conduct across the nations and/or 
groups being examined. In this regard, per-
haps the most fundamental ethical question 
confronting comparative survey research is 
the appropriateness of imposing Western 
individualistic, quantitative social science 
methodologies onto cultures that do not share 
those traditions and values. Arguably, survey 
research is itself a culture-bound methodol-
ogy designed to study social structures that 
are most specific to Western nations. Western 
assumptions, such as the equal value of all 
individual opinions, can be contested else-
where (Rudolph and Rudolph, 1958) and 
suggests an inherent ‘democratic bias’ 

(Lonner and Berry, 1986) embedded within 
survey methodologies. From such a perspec-
tive, applications of survey research in other 
cultural environments may be interpreted by 
some as a form of ‘scientific imperialism’ 
(Drake, 1973).

One important source of conflict over the 
past several decades in this regard has cen-
tered around questions of the traditional 
Western requirement of obtaining informed 
consent from all individual survey respond-
ents. In some traditional, collectivist socie-
ties, the concept of the self continues to be 
de-emphasized in favor of group identities. 
In these environments, researchers have 
commented on the importance of obtaining 
approval from village leaders or family elders 
in lieu of individual informed consent from 
potential respondents (Bulmer, 1998; Drake, 
1973; Kearl, 1976). It has been argued that 
requiring individual informed consent where 
it is not understood or valued is a coercive 
form of ‘ethical imperialism’ that may under-
mine local institutions and social practices 
(Barry, 1988; Newton, 1990). In contrast, 
Ijsselmuiden (1992) cautions that it is not 
always clear who, other than the research 
participant, would be the most appropriate 
person to provide consent, and how to be cer-
tain that such a gatekeeper is in fact acting 
in the respondent’s best interests. Common 
sense suggests that comparative researchers 
be aware of the importance of respecting and 
showing deference to local cultural traditions 
and values while also demonstrating respect 
for the importance of individual autonomy 
when making decisions regarding research 
participation.

A related issue is the level of information 
that is required to meet informed consent 
requirements in different nations. Concerns 
have been expressed that some national 
requirements for complex, multi-page con-
sent documents may be confusing and not 
always appropriate when exported to other 
cultural contexts, leaving potential respond-
ents with the impression that research-
ers are more concerned with their own 
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legal protections rather than the welfare of 
respondents (Marshall, 2001).

Some additional ethical concerns that 
are specific to comparative survey research 
include cross-national data sharing practices 
(Freed-Taylor, 1994), the ethics of collecting 
data in nations that may have ‘no intellec-
tual or material interests in the results’, also 
known as ‘academic colonialism’ (Schooler 
et  al., 1998), and abandonment of the strict 
standards of methodological rigor commonly 
seen in national surveys when conducting 
cross-national research (Jowell, 1998).

In addition, the importance of equal profes-
sional and power status for researchers from 
various participating nations, as opposed to 
exploitive ‘hired hands’ research (Clinard and 
Elder, 1965; Kleymeyer and Bertrand, 1993; 
Warwick, 1993), cannot be over-emphasized. 
As O’Barr et al. (1973: 13) have commented 
‘when decisions about research in one soci-
ety are made by persons from another society 
or, worse yet, by foreign governments, the 
potential for abuse increases considerably, as 
does the anxiety of those being studied’.

Fortunately, accumulated insights and 
experience over the past several decades 
have both brought to light these various 
ethical concerns and explored approaches to 
addressing them using strategies that recog-
nize and demonstrate respect for societal val-
ues and for personal well-being. In particular, 
both Warwick (1980) and Hantrais (2009) 
have presented sets of recommendations for 
engaging in sound ethical practice while also 
maintaining high scientific standards in the 
conduct of comparative survey research.

suMMArY

The collection of survey data across nations 
or cultures presents many additional chal-
lenges beyond those confronted when con-
ducting research in more homogeneous 
environments. We have sought to provide an 
overview of those challenges specifically 

associated with the design and execution of 
high quality comparative survey research, 
along with some of the potential solutions 
that are being actively pursued by investiga-
tors around the world.

reCoMMended reAdinGs

For further reading, we recommend the follow-
ing recent texts concerned with unique con-
ceptual and technical aspects of comparative 
survey research: Davidov et al. (2011); Han-
trai (2009); Harkness et  al. (2003, 2010a); 
Hoffmeyer-Zlotnik and Wolf (2003); and 
Porter and Gamoran (2002) In particular, 
Harkness et al. (2010a) provide a broad over-
view of cross-national and cross-cultural 
survey research methodologies.

In addition to these texts, Scheuch (1968) is 
one of the earliest papers to carefully 
describe the challenges associated with com-
parability in cross-cultural survey research.
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