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Introduction

It is best to prove things by actual experiment; then you know; whereas if you depend on guessing and supposing and conjectures, you never get educated.

—Mark Twain

... statistics are curious things. They afford one of the few examples in which the use ... of mathematical methods tends to induce a strong emotional reaction in non-mathematical minds. This is because statisticians apply, to problems in which we are interested, a technique which we do not understand. It is exasperating, when we have studied a problem by methods that we have spent laborious years in mastering, to find our conclusions questioned, and perhaps refuted, by someone who could not have made the observations himself.

—Sir Austin Bradford Hill (1937)

1.1 A Brief History of Clinical Trials

The history of clinical trials before 1750 is easily summarized: There were no clinical trials. The basic philosophy of medicine from the time of Hippocrates to the seventeenth century was humoralistic; the accepted version of this philosophy was due to the Greek Galen (130 AD). Since he “laid down ... all that could possibly be said on medicine, he attained an authority that remained unchallenged until well into the sixteenth century. His views on cancer continued to be decisive for an even longer time” (De Moulin, 1989). Illness was caused by imbalances in blood, phlegm, black bile, and yellow bile; treatment consisted of restoring balance. Cancer was caused by a congestion of black bile; appropriate treatment was therefore rigorous purging, a strict bland diet, and, for non-occult disease, poultices and possibly surgery with evacuation of melancholic blood. No matter that the treatments didn’t work—after all, preoccupation with staying alive was contumuously worldly. (Besides, there were always the miracles of Saint Cosmas and Saint Damian if the doctors couldn’t do anything.) Not until the Renaissance were the humoralist bases questioned. Various chemical, mechanical, and electrical causes of cancer were then proposed, and treatments devised in accordance with these causes. Sadly, these treatments were just as ineffective as the theories were inaccurate (e.g.,
arsenic to neutralize acidic cancer juice, diets to dissolve coagulated lymph, bloodletting or shocks to remove excessive electrical irritability). It never occurred to anyone to test whether the treatments worked.

The value of numerical methods began to be appreciated in the 1800s “when in 1806, E. Duvillard in Paris, applying a primitive statistical analysis, showed the favorable effect of smallpox vaccination on the general mortality rate” (De Moulin, 1989, from Duvillard, 1806). These early methods did uncover important epidemiologic facts, but were not so useful in judging treatment effectiveness. Although patient follow-up became the norm rather than the exception, and theories became more sophisticated, typical treatment research consisted only of reports of case series. In an early example of the hazards of such research, reports of the post-operative cure of breast cancer of two Edinburgh surgeons in the 1700s (one the student of the other) were wildly divergent: One was reported as curing 4 out of 60 patients, the other as curing 76 out of 88 (De Moulin, 1989, from Monro, 1781 and Wolff, 1907). Little wonder it was nearly impossible to tell what worked and what did not.

If some of the treatments hadn’t been actively harmful, perhaps it wouldn’t have mattered. Despite major advances in the understanding of disease by 1900, there were still few effective treatments. “The thick textbooks of 1900 are as sweepingly accurate on diagnosis as today’s, but the chapters are all tragedies because they lack a happy ending of effective treatment” (Gordon, 1993). Still, the few medical advances (mercury for syphilis, digitalis for the heart disease, iodine for goitre) and especially the advances in surgery allowed by anesthetics and antiseptics ushered in the “golden age” of Western medicine. Doctors had a priestly role as wise and trusted advisors, with warm and personal relationships with their patients (Silverman, 1992). Of course, these trusted advisors with warm personal relationships didn’t experiment on their patients. Thus even though most of the principles of comparative trials had been enunciated as early as 1866 by Claude Bernard—“... else the doctor walks at random and becomes sport of illusion” (Boissel, 1989, quoted from Bernard, 1866)—and despite the development of modern methods of experimental design in other scientific fields, clinical research remained limited.

In the middle of this century, treatment options began to catch up with biological advances: Questions abounded, and clear answers were not coming fast enough. The first randomized therapeutic clinical trial (1946–48) was the result of a pressing medical problem (tuberculosis), a severely limited supply of a new agent (streptomycin), and frustration with the uninterpretability of 100 years of uncontrolled experimentation. Sir Austin Bradford Hill made the statistical arguments for the trial: The best way to get an answer, particularly given a streptomycin supply sufficient for only 50 patients, was a strictly controlled trial (Hill, 1990). Dr. Phillip D’Arcy Hart, an expert in the treatment of tuberculosis, gave the medical arguments. “The natural course of pulmonary tuberculosis is... so variable and unpredictable that evidence of improvement or cure following the use of a new drug in a few cases cannot be accepted as proof of the effect of that drug. The history of chemotherapeutic trials in tuberculosis is filled with errors...” He went on to note that the
claims made for gold treatment, which had persisted over 15 years, provided a “spectacular example” and concluded that results in the future could not be considered valid unless tested in an adequately controlled trial (Gail, 1996, quoting from Streptomycin in Tuberculosis Trials Committee of the Medical Research Council, 1948).

This first trial demonstrated convincingly that a regimen of streptomycin plus bed rest was superior to bed rest alone. Not at all bad for the first attempt: 15 years and still no answer on gold with the old observational methods, 2 years with the new methods and a clear answer on streptomycin.

The trial of streptomycin for pulmonary tuberculosis “can be seen to have ushered in a new era of medicine,” and Hill generally is agreed to have done “more than any other individual to introduce and foster adoption of the properly randomized controlled trial in modern clinical research” (Silverman and Chalmers, 1991). His efforts to explain and promote good clinical research were tireless and ultimately effective, particularly after the thalidomide tragedy of the 1960s demonstrated the potential harm in not doing carefully controlled trials.

Controlled trials in cancer in the United States were first sponsored by the National Cancer Institute (NCI) under the leadership of Dr. Gordon Zubrod. Zubrod, profoundly influenced by the streptomycin trial, employed the new methods himself (with others) in the study of penicillin in pneumonia and introduced the methods to other early leaders in the cancer clinical trials effort (Zubrod, 1982). Upon his move to the NCI, a comparative study in childhood acute leukemia was designed. This effort expanded into two of the initial cooperative cancer clinical trials groups, the Acute Leukemia Groups A and B; Group B (which became Cancer and Leukemia Group B, or CALGB, recently merged into the Alliance for Clinical Trials in Oncology, or ACTION) had the honor of publishing the first trial (Frei et al., 1958). Zubrod was also instrumental in the formation, in 1955, of the Eastern Solid Tumor Group (now the Eastern Cooperative Oncology Group, or ECOG), which published the first randomized trial in solid tumors in the United States in 1960 (Zubrod et al., 1960).

Of course not everyone was immediately persuaded that randomized trials were the best way to conduct clinical research. Jerome Cornfield, who advised Zubrod, was a major figure in the development of biostatistical methods at the NCI and an early advocate of randomization. His response to the suggestion from a radiotherapist that patients be assigned to conventional therapy or super voltage according to hospital instead of by randomization is often quoted. The quote is a very tactfully worded suggestion that the approach would be suitable if there were no other design options. He ended with an example of a seasickness trial with treatment assigned by boat. How could the trial be interpreted if there were a great deal more turbulence and seasickness on one of the boats? The radiotherapist got the point and randomized by patient (Ederer, 1982). Cornfield is also important for his advocacy of adequate planning, attention to quality, and especially adequate sample size: “... clinical research ... is littered with the wrecks of studies that are inconclusive
or misleading because they were of inadequate scope” (Ederer, 1982, quoting from a memorandum to the Coronary Drug Project steering committee).

Ever since the streptomycin trial, randomized studies have been invaluable in assessing the effectiveness of new therapies. In some cases cherished beliefs have been challenged. An early example was the University Group Diabetes Project (UGDP), which contradicted the widespread view that lowering blood sugar with oral hypoglycemic drugs prolonged life in patients with diabetes. Other examples include the National Surgical Adjuvant Breast and Bowel Program (NSABP) trials of breast cancer surgery demonstrating that more is not better, the Cardiac Arrhythmia Suppression Trial (CAST) trial demonstrating that suppression of ventricular arrhythmia by encaidine or flecainide in patients having recent myocardial infarction increases the death rate instead of decreasing it, and the Southwest Oncology Group (SWOG) trial in non-Hogkin’s lymphoma demonstrating that new highly toxic combination chemotherapy regimens introduced in the 1980s are not better than the old standard combination regimen. However, cherished beliefs die hard. Results such as these met with heavy resistance despite the randomized designs (for other examples see Klimt, 1989); think how easy it would have been to dismiss the results if the designs had been inherently biased. Positive results are happier examples of the importance of clinical trials: The Diabetic Retinopathy Trial demonstrating dramatically reduced visual loss due to photocoagulation therapy, trials establishing the effectiveness of therapy in improving survival in patients with Wilms’ tumor and other childhood cancers, beta blockers prolonging life after myocardial infarction, chemo-radiotherapy substantially improving survival in nasopharyngeal and gastric cancers.

Randomized trials cannot answer every treatment question. Randomization is not feasible in every setting, costs may be prohibitive, and political realities may interfere. Since only a limited number of trials can be done, some questions have to be addressed in other ways. However, controlled trials are by far the best method available for addressing difficult and controversial questions in a way that minimizes distrust of the results. Consider the 1954 Salk Vaccine trial for which at the beginning “the most urgent business was to ... turn the focus away from professional rivalries, power struggles, and theoretical disputes and back to the neglected question of whether or not Salk’s vaccine worked.” Thomas Francis, Jr., was given the job of evaluating the vaccine because “everybody knew that when Tommy Francis talked about working up to a standard, it was one of unimpeachable thoroughness; even the most dedicated opponent to the new vaccine could never say a trial supervised by Francis was political, biased, or incomplete” (Smith, 1990). His two nonnegotiable demands before agreeing to take on the job were that the vaccine proponents would not design the trial and would have no access to the results while the trial was ongoing, and that the trial would have a randomized double blind design instead of an “observed-control” design, in which second graders would have gotten the vaccine and would have been compared to unvaccinated first and third graders (Smith, 1992, quotes from Smith, 1990). The results of this “textbook model of elegant clinical testing”
were unquestionable. Francis’s announcement that “the new vaccine was safe, effective, and potent . . . was a landmark in 20th century history, one of the few events that burned itself into the public consciousness because the news was good” (Smith, 1992). Unimpeachable thoroughness, nonpolitical, unbiased, complete, independent, properly designed—Francis set a very high standard indeed, and one to which all of us involved in clinical research should aspire.

1.2 The Southwest Oncology Group (SWOG)

There are now dozens of national and international consortia of institutions and investigators organized for the purpose of improving the survival of cancer patients through clinical research. Our own experience is with the Southwest Oncology Group, now known simply as SWOG, which began in 1956 in the United States as the (pediatric) Southwest Cancer Chemotherapy Study Group under the direction of Dr. Grant Taylor at the M.D. Anderson Cancer Center in Houston, Texas. In 1958, membership was extended to include investigators evaluating adult malignancies, and in the early 1960s a Solid Tumor Committee was established. Since then the pediatric part of the Group was split off (to become the Pediatric Oncology Group, now part of the Children’s Oncology Group), the name was changed to the Southwest Oncology Group (SWOG), and the Group has expanded to include specialists in all modalities of cancer therapy and institutions in all regions of the country. Most of the studies done by the Group are designed to assess whether a regimen merits further study (Phase II), or to compare two or more regimens (Phase III). Studies in cancer control research (prevention, symptom control and quality of life, survivorship) are also carried out. Currently the Group is led by the Group Chair, Dr. Laurence Baker (University of Michigan, Ann Arbor) and the Group Statistician, Dr. John Crowley (Cancer Research and Biostatistics and Fred Hutchinson Cancer Research Center, Seattle).

The structure of SWOG is typical of cooperative groups and includes the group chair’s office (administration, grants management, industry contracts, legal matters), the operations office (protocol development, meeting planning, regulatory requirements, audits); the statistical center (study development, data base management, network services, computer applications, study quality control, statistical analysis and statistical research); disease committees (breast cancer, gastrointestinal cancer, genitourinary cancer, leukemia, lung cancer, lymphoma, melanoma, myeloma); discipline committees (such as radiotherapy, surgery, nursing and clinical research associates); cancer control and prevention committees (prevention, molecular epidemiology, outcomes and comparative effectiveness, survivorship, and symptom control and quality of life); and all of the participating institutions that enter patients on trials. Group trials and related scientific investigations are proposed and developed within the disease committees under the leadership of the disease
committee chairs. Committee leadership is also provided by the disease committee statistician, who is responsible for reviewing, designing, monitoring and analyzing all studies done in the committee. Each study developed has a clinician assigned (the “study coordinator”) to lead the development effort, to evaluate the data after the study is open, and to be the primary author on the manuscript when the study is complete. Each study also has a “protocol coordinator” assigned from the operations office, who coordinates the production and review of the study protocol, and a “data coordinator” from the statistical center who does most of the necessary setup work for opening a study and reviews and evaluates all of the study data. Participating physicians and clinical research associates at Group institutions are responsible for submitting protocols to their Institutional Review Board, identifying patients suitable for studies, obtaining informed consent, ensuring study participants are treated and followed according to protocol, and for correctly submitting all required data.

The Group typically has 80–100 actively accruing studies at any one time and 400 closed studies in active follow-up. Over 4000 physicians from more than 400 institutions participate. Since the Group began, over 150,000 patients have been registered to its studies, and over 2,000 abstracts and manuscripts have been published. The Group’s extensive clinical trials experience provides the context and many of the examples for this book.

1.3 The Reason for This Book

Our motivations for writing this book are captured by the introductory quotes. Among the four of us we have devoted over 100 years to clinical trials research. As suggested by the first quote, we want to know whether treatments work or not. Furthermore, we want the methods we use to find out whether treatments work to be unimpeachable. Unfortunately, as suggested by the second quote, as statisticians we too often find our motives and methods misunderstood or questioned—and at times actively resented. With this book, it is our hope to improve the mutual understanding by clinicians and statisticians of the principles of cancer clinical trials. Although many of the examples we use are specific to SWOG, the issues and principles discussed are important in cancer clinical trials more generally, and indeed in any clinical trials setting.
2

Statistical Concepts

To understand God’s thoughts we must study statistics, for these are the measure of His purpose.

—Florence Nightingale

2.1 Introduction

A collaborative team that includes both clinicians and statisticians is crucial to the successful conduct of a clinical trial. Although the statistical study design and analyses are mainly the responsibility of the statistician, an understanding of the basic statistical principles is vital for the clinicians involved with the study. The main goal of this chapter is to present statistical concepts that are of particular application to cancer clinical trials.

The objectives of the trial, the key types of data that are collected to meet these objectives, and the types of analyses to be performed are in large part determined by the type of study being undertaken. Phase II trials (discussed in Chapter 5) are small studies early in the development of a regimen that typically focus on toxicity and short-term efficacy data, while Phase III trials (discussed in Chapter 6) are large comparative studies that most frequently assess survival and progression-free survival. We will introduce statistical concepts within the context of each of these types of studies. Phase I trials (discussed in Chapter 4) are a third type of clinical trial which involve a much smaller number of patients, and as such are less suited for use in illustrating basic statistical principles.

First, however, there are some general characteristics of data from clinical trials that do not depend on the type of study. Outcome measures can be classified as being either (1) categorical (qualitative) or (2) measurement (quantitative).

1. Categorical data—outcomes that can be classified according to one of several mutually exclusive categories based on a predetermined set of criteria. For example, standard criteria for solid tumor response (RECIST 1.1, Eisenhauer et al., 2009) categorize patients as achieving
either a CR (complete response) if there is normalization of malignant nodes and disappearance of all other disease; a PR (partial response) if the sum of the diameters of target measurable lesions (shortest diameter for nodes, longest for other lesions) reduces by 30% or more from baseline; INC (increasing) if the diameters increase by 20% or more, or if new sites of tumor are noted; and STA (stable) if none of the above occur. Thus, in this case, patient response can be described by one of four categories, which are then often dichotomized into two categories for analysis (CR + PR versus others; INC versus others).

2. Measured data—outcomes that are measured quantities. For example, concentrations of CA-125, a tumor antigen, are routinely collected in trials of ovarian cancer. Levels of this antigen range in value from 0 to over 10,000. In this case, the data measure a quantity that takes on many possible values. An important special case of quantitative data is time to event data, such as survival time, a measurement in units of time from entry on a study until death. What distinguishes this outcome, and its analysis, from other quantitative data is the frequent presence of what statisticians call censoring. In a typical clinical trial, not all patients have died by the time the study is completed and analyses are performed. For patients still alive, we know that they have lived at least as long as the time from the patient’s entry on the study to the time of the analysis, but we don’t know the actual death time. Special statistical techniques have been developed to incorporate these right censored observations into the analysis.

Three other general concepts we introduce in this section are probability, statistic, and distribution. The probability of an outcome is how often that outcome occurs in relation to all possible outcomes. For instance, the set of all possible outcomes for a flip of a coin is \{H, T\}. The probability of outcome T (tails) is 1/2 if the coin is fair. If the coin is unfair (or biased) and the outcome H (heads) is twice as likely as T, the set of all possible outcomes remains \{H, T\} but the probability of T is now 1/3. If the coin is flipped twice, the set of possible outcomes is \{HH, HT, TH, TT\}. Note that there are two events that yield exactly one tail in two flips, since the tail can be the outcome of either the first or the second flip. With the fair coin the probability of TT is 1/2 × 1/2 = 1/4; with the biased coin it is 1/3 × 1/3 = 1/9. The probability of exactly one tail is (1/2 × 1/2) + (1/2 × 1/2) = 1/2 or (1/3 × 2/3) + (2/3 × 1/3) = 4/9 for the fair and biased coin, respectively. Multiplying the probabilities on each flip to arrive at a probability for the outcomes of events such as TT or HT is justified by an assumption of independence of coin flips, i.e., that the probability of tails on the second flip is unaffected by the outcome of the first flip.

Most commonly used statistical procedures require this independence assumption. What this means is that the value of one observation provides no information about the value of any other. In particular, two measures from the same patient can not be treated as if they were from two separate
(independent) patients. This is because two measurements on the same patient tend to be more alike than two measurements from two different people. Treating multiple observations (such as results from multiple biopsy specimens as to the presence of the multi-drug resistance gene, or MDR) as independent is a common pitfall that should be avoided. For instance, if half of all patients have MDR positive tumors, but within a patient multiple biopsy results are nearly always the same, then about $3/6$ patients would be expected to have MDR positive tumors if all 6 biopsies were from different patients, while either $0/6$ or $6/6$ biopsies would be expected to be positive if all 6 were from the same patient.

The outcome “number of MDR positive tumors out of N tumors” is an example of a statistic, that is, a summary of results from N separate tumors. In general, a statistic is any summary from a set of data points. For example, in the case of measured data such as CA-125, one could summarize the measures from a group of patients using descriptive statistics such as a mean or a median. The statistics chosen to summarize a data set will depend on the type of data collected and the intended use of the information. Some statistics are merely descriptive; others, called test statistics, are used to test hypotheses after the data from an experiment are collected.

A distribution characterizes the probabilities of all possible outcomes of an event or all possible values of a statistic. For a single flip of a fair coin the distribution is

<table>
<thead>
<tr>
<th>outcome</th>
<th>$H$</th>
<th>$T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>probability</td>
<td>$1/2$</td>
<td>$1/2$</td>
</tr>
</tbody>
</table>

while for the biased coin it is

<table>
<thead>
<tr>
<th>outcome</th>
<th>$H$</th>
<th>$T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>probability</td>
<td>$2/3$</td>
<td>$1/3$</td>
</tr>
</tbody>
</table>

When a coin is flipped multiple times, a statistic often used to summarize the outcome is the number of tails observed. The distribution of this statistic is the binomial distribution, the most important distribution for categorical data. The distribution from an experiment of flipping a coin $N$ times is characterized by giving the probability that the number of tails is equal to $k$, for every $k$ from 0 to $N$. If the probability of a tail on one flip is $p$, and the flips are independent, the probability of any sequence of flips yielding exactly $k$ tails (and thus $N - k$ heads) is $p^k (1 - p)^{N - k}$. The rest of the exercise is to figure out how many sequences of heads and tails have exactly $k$ tails, and add those up. For $N = 2$ and $k = 1$, we saw above that there were two such sequences, $HT$ and $TH$. In general, the answer is given by the formula $\binom{N}{k} = \frac{N!}{k!(N-k)!}$, where $\binom{N}{k}$ is read “$N$ choose $k$” and $N!$ is $N$ “factorial,” which is simply $N \times (N - 1) \times \cdots \times 2 \times 1$. Thus the probability of exactly three tails in six flips of a fair coin is $\binom{6}{3}(1/2)^3(1 - 1/2)^{6-3} = \frac{6!}{3!3!}(1/2)^6 = 20/64 = 5/16 = 0.3125$. The entire binomial distribution for $N = 6$, and $p = 1/2$ or $1/3$ is given in Figure 2.1 (part (a) for $p = 1/2$; part (b) for $p = 1/3$).
Binomial distributions apply in countless settings other than coin flips; the one of most interest to us in this book is tumor response (the number of responses in N patients taking the place of the number of tails in N flips). In the MDR example above, the binomial distribution applies only to the case where all biopsies are from different patients, since independence is a requirement for the distribution. The probability of exactly three MDR positive patients out of six, if the probability is 1/2 for an individual patient, is 0.3125; if all six biopsies are from the same patient this probability is close to 0. Applying the binomial distribution to the second case is clearly inappropriate.
When outcomes are categorical, the distribution can be shown in a simple table or graph, as above. When outcomes are measured, the distribution can’t be described in a table. Instead, cumulative probabilities are described by a function $F(t)$. For time to death, for example, $F(t)$ means the probability of dying before time $t$. The derivative of $F(t)$, denoted $f(t)$ and often called the density, can be thought of loosely as the probability of dying at $t$ (in a sense made precise by the calculus). We also often talk more optimistically of the survival curve $S(t) = 1 - F(t)$, the probability of surviving at least to time $t$. Note that $S(0) = 1$ and $S(t)$ decreases towards 0 as $t$ gets large. The median survival time, the time past which one half of the patients are expected to live, is that time $m$ for which $S(m) = 0.5$.

Yet another quantity of interest is the hazard function or hazard rate, often denoted $\lambda(t)$. This function can be thought of loosely as the probability of death at time $t$ given that the patient is alive just before time $t$: the instantaneous rate of failure. In terms of the other quantities we have described, the hazard function is given by $\lambda(t) = f(t)/S(t)$. Depending upon the type of disease, the hazard rate as a function of time can take on a variety of forms. For example, in a study involving surgery, a patient’s risk of dying may be highest during the post operative period, then decrease for a period of time. A rising hazard function is characteristic of normal mortality as one ages. In an advanced disease trial, the risk of dying may be relatively constant over the time of follow-up. These three types of hazard functions are given in Figure 2.2a, with the corresponding survival curves in Figure 2.2b.

The constant hazard case with $\lambda(t) = \lambda$ gives rise to what is called the exponential distribution, for which the survival curve is given by

$$S(t) = \exp(-\lambda t),$$

where $\exp$ is the exponential function. Under the assumption of exponential survival, the median survival $m$ is

$$m = -\ln(0.5)/\lambda,$$

where $\ln$ is the natural logarithm. From this relationship it is easy to note that the ratio of hypothesized median survival times for two treatment arms is equal to the inverse of the ratio of the hypothesized hazards. Figure 2.3 shows the hazard function, survival curve, and median survival for an exponential distribution. Although the assumption of a constant hazard rate may not be correct in practice, it can be used to provide reasonable sample size estimates for designing clinical trials (see Chapter 6).

The most common quantitative distribution is the “normal” or “Gaussian” distribution, or “bell-shaped curve.” The standard normal density $f(x)$, presented in Figure 2.4, is a symmetric curve about the mean value 0. The probability of an outcome being less than $x$ is $F(x)$, the area under the density up to $x$. The area under the whole curve has the value 1. The probability that an observation with this standard normal distribution is negative (zero or smaller) is $1/2$, the area under the curve to the left of 0 ($F(0) = 0.5$). The probability
that an observation is greater than 1.645 is 0.05, and the probability that an observation is between $-1.96$ and 1.96 is 0.95. The beauty of the normal distribution is that as sample sizes get large many common statistics that start out as non-normal attain an approximately normal distribution (or a distribution related to the normal, such as the $\chi^2$ discussed in Section 2.3.1). This fact is embodied mathematically in what is known as the Central Limit Theorem. For instance, the probability of $k$ or fewer tails in $N$ coin flips can be found (approximately) from the normal distribution. This is useful in the development of statistical tests, and in the estimation of sample sizes (see Section 2.5).
The remainder of this chapter has been designed to present the key statistical concepts related to cancer clinical trials. For the most part, formulas will only be presented to provide insight into the use of certain statistical tests and procedures; it is far more important to understand why certain statistical techniques are used, rather than how to use them. We will begin with examples that will be used to illustrate the key concepts.