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Data mining and machine learning techniques have been used to learn models of software behavior. These models appear in various forms following different formalisms of software specifications, each capturing different aspects of a software system. The mined models can later be tuned, adapted, and used for various purposes.

Mined models help in understanding existing systems and hence reduce the cost incurred during software maintenance (i.e., when features are added, bugs are fixed, etc.). This is particularly advantageous in the cases of maintaining legacy systems and keeping pace with changes in evolving systems, where significant maintenance cost can be saved through better understanding of such systems with the help of mined models.

The mined models/specifications can also be used to aid program testing efforts and help program verification tools to find bugs and ensure correctness of systems. As reported by US National Institute of Standards and Technology (NIST) in 2002, bugs have been causing US economy to lose 59.5 billion dollars annually. Also, the first test flight of Ariane 5 ended up in an explosion due to a software bug. Automated methods to find bugs and ensure correctness of systems are certainly valuable.

There has been a proliferation of research in the area of specification mining in both academia and industry. Research and development in specification mining have been performed in various institutions across the globe with results presented in various venues such as conferences on software engineering, programming languages, data mining, and databases. Due to its appearance in a wide range of research domains, it is often hard to find and relate different works on mining specification in the literature. There has not been a single reference to describe and categorize these studies in a unified setting. This book aims to serve as the first reference to the wealth of knowledge in this new emerging field of mining software specifications.

There are diverse forms of target formalism considered in various research work. Two of the most common ones are finite state machines and rules/patterns of behavior. A finite state machine is typically larger and captures more complex behavior. Many works on mining finite state machine extract models that capture the overall behavior of a system. A set of rules or patterns tends to be smaller and decompose complex behavior into simpler parts. Much work on mining rules/patterns extracts strongly observed sub-behaviors either in terms of their frequency of appearance or some other statistical measures. In

Preface
this book, we present in detail a number of past studies on mining finite state machines (Chapters 2-6) and also those on mining rules/patterns (Chapters 7-12).

There are also differences in terms of how the raw data used as input for the mining and learning tasks are obtained. Some works analyze program code (i.e., static analysis) while others analyze execution traces (i.e., dynamic analysis). There are also works that analyze both code and execution traces. Either static or dynamic analysis has its own advantages and disadvantages. Static analysis could potentially consider all possible behaviors as all the behaviors of the system are in the code. Dynamic analysis on the other hand only analyzes a sample of the behaviors of a system exhibited on a set of runs of a system. However, dynamic analysis can be more precise as exact events that happen during runtime are collected rather than inferred. Its performance is not affected by the difficulties arising from dealing with infeasible paths in a software system or pointer analysis. This book presents both approaches and even some synergies of the two: Some chapters present works that employ dynamic analysis, some others present works that employ static analysis, and yet a few present works that employ a combination of both static and dynamic analyses.
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We sincerely hope that this book can help in raising interest, growth, and collaboration in the area of specification mining. We also hope to see more industry adoption of specification mining techniques and more incorporation of these techniques to standard IDEs in the near future.

David Lo, Siau-Cheng Khoo, Jiawei Han, and Chao Liu
Contributors

Mithun Acharya
ABB Corporate Research
North Carolina, US

Anindya Banerjee
IMDEA Software
Madrid, Spain

Kirill Bogdanov
The University of Sheffield
Yorkshire, UK

David Evans
University of Virginia
Virginia, US

Stephen Fink
IBM T.J. Watson Research Center
New York, US

Ananth Grama
Purdue University
Indiana, US

Thomas R. Gross
ETH Zurich
Zurich, Switzerland

Jiawei Han
University of Illinois at Urbana-Champaign
Illinois, US

Suresh Jagannathan
Purdue University
Indiana, US

Siau-Cheng Khoo
National University of Singapore
Singapore

Chao Liu
Microsoft Research–Redmond
Washington, US

Benjamin Livshits
Microsoft Research–Redmond
Washington, US

David Lo
Singapore Management University
Singapore

Leonardo Mariani
University of Milano Bicocca
Milan, Italy

Madhuri R. Marri
North Carolina State University
North Carolina, US

Aditya V. Nori
Microsoft Research–Redmond
Washington, US

Fabrizio Pastore
University of Milano Bicocca
Milan, Italy
Mauro Pezzè  
University of Lugano and University of Milano Bicocca  
Lugano, Switzerland and Milan, Italy

Marco Pistoia  
IBM T.J. Watson Research Center  
New York, US

Michael Pradel  
ETH Zurich  
Zurich, Switzerland

Sriram K. Rajamani  
Microsoft Research–Bangalore  
Bangalore, India

Muralikrishna Ramanathan  
Coverity, Inc.  
California, US

Mauro Santoro  
University of Milano Bicocca  
Milan, Italy

Sharon Shoham  
Technion–Israel Institute of Technology  
Haifa, Israel

Suresh Thummalapenta  
North Carolina State University  
North Carolina, US

Neil Walkinshaw  
The University of Leicester  
Yorkshire, UK

Andrzej Wasylkowski  
Saarland University  
Saarbrücken, Germany

Tao Xie  
North Carolina State University  
North Carolina, US

Eran Yahav  
IBM T.J. Watson Research Center and Technion–Israel Institute of Technology  
New York, US and Haifa, Israel

Jinlin Yang  
Microsoft–Redmond  
Washington, US

Andreas Zeller  
Saarland University  
Saarbrücken, Germany

Thomas Zimmermann  
Microsoft Research–Redmond  
Washington, US
Chapter 1

Specification Mining: A Concise Introduction

David Lo  
School of Information Systems, Singapore Management University

Siau-Cheng Khoo  
School of Computing, National University of Singapore

Chao Liu  
Microsoft Research–Redmond

Jiawei Han  
Department of Computer Science, University of Illinois at Urbana-Champaign

1.1 Introduction

Many software systems are poorly documented. Developers tend to spend most of their time in developing functionalities rather than documenting them. This causes an issue as after some time it is hard to understand the existing system. A software maintenance task could be harder to perform as there is no documentations of existing functionalities. Indeed, past studies have shown that the cost of software maintenance could be up to 90% of the total software cost [22]. Another study reported that up to 50% of the maintenance cost could be attributed to the difficulty in understanding legacy/existing systems [12,27,67].
From another perspective, software bugs are prevalent. Bugs not only make it more expensive in developing software systems due to the high cost involved in debugging, but also may cause various security vulnerabilities. For many mission and safety critical system faults and bugs could mean the loss of lives or billions of dollars. The absence of specifications has made it harder to locate bugs. Many existing bug finding tools, e.g., model checking [13], require the availability of specifications in order to locate bugs which are defined as anomalies or violations of these specifications.

To address the above challenges (i.e., to improve program understanding and to find bugs), specification mining has been proposed. The term specification mining is first coined by Ammons et al. in [6]. Specification mining is a process of inferring models or properties that hold for a system. Many techniques have been proposed to mine or extract these specifications. Techniques used range from data mining, grammar inference, static analysis, etc.

Specification mining starts with a program under analysis and/or a set of test cases. Techniques employing dynamic analysis require the running of the test cases to produce a set of traces which is later analyzed. Often traces could also be generated statically by “walking through” the code. Some techniques employ symbolic execution to mitigate the effect of infeasible paths. Various learning or mining techniques can be employed on these sets of dynamically or generated traces to infer models.

Various formalisms have been proposed to specify a software system. Similarly, the models mined by these specification mining engines are also varied. They range from temporal properties, finite state machines, etc. In Section 1.2, we discuss in more detail the type of specifications that many past studies have considered.

Models mined in turn could be used to aid various activities. They could be used to guide novice developers in using an existing/legacy software system or a library. Many systems and libraries are hard to understand. Poor understanding of a system in turn could lead to the introduction of bugs. Mined specification describes the constraints that a system would need to obey and thus could help in either reducing the time needed to develop and maintain a system or reduce the number of bugs introduced.

One could also use the mined model as input to a model checking or other lightweight verification process to detect violations. The central tenet of many specification mining-based anomaly detection techniques is stated in [21], namely: If a model is observed “999 out of 1000 times, then it is probably a valid belief and the sole deviation a probable error.” Many specification mining studies have been successful in locating bugs from software systems. Employing model-based testing, mined models could also be used to generate regression tests or reduce the number of test cases and thus improves the quality of software systems while still ensure that the testing process could be performed in a limited amount of time.

In this chapter, we start the book by presenting a concise summary of many existing works on specification mining. This family of studies on specification
mining has been ongoing for over a decade and more than 50 papers have been published on this topic. We provide a brief summary starting from one of the first papers on this topic published in 1995 by Cook and Wolf [14], to many recent papers. The remaining chapters of this book describe 11 different techniques appearing in recent literature in detail.

Section 1.2 describes a general scheme to categorize existing works into several groups. Section 1.3 describes studies on the extraction of finite state machines. Section 1.4 describes works that mine for value-based invariants. Section 1.5 describes approaches to mine rules and patterns. Section 1.6 presents yet another family of studies extracting sequence diagram-like specifications. We conclude our discussion in Section 1.7.

1.2 Categorization

There are various ways to organize the many studies on specification mining. We choose to categorize them in terms of the specifications forms produced by the miners. These include finite state machine or automata, value-based invariants, patterns/rules, and sequence diagram-like representations. Some examples of studies mining the various specification formalisms are shown in Table 1.1.1

A finite state machine consists of states and transitions. The states or the transitions could be labeled – depending on whether a Mealy or Moore machine is mined. These labels could correspond to various pieces of information depending on the level of granularity considered. Typically, the labels correspond to method calls of interest. Most studies on the extraction of finite state machines listed in Table 1.1 propose the extraction of models governing the order in which methods of a particular library could be invoked. An example of a model specifying how a file access library should be used is shown in Figure 1.1. The finite state machine specifies that a call to open needs to be made before any call to read or write. At the end of an interaction, with the library a call to close is made.

A value-based invariant captures a constraint among various global or local variables at a particular point in a program. Various constraints could be considered ranging from a simple equality constraint involving two variables/ -values to more complex inequalities or even conditional constraints involving multiple variables. Value-based invariants thus capture the constraints among the various variables characterizing a system’s state. An example of a value-based invariant is shown in Figure 1.2. It illustrates that at the end of a simple program that computes a square, the computation result is greater than or equal to zero.

1Our list might not be complete.
### TABLE 1.1: Categorization Based on Target Formalisms

<table>
<thead>
<tr>
<th>Formalisms</th>
<th>Past Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automata</td>
<td>Cook &amp; Wolf [14], Ammons et al. [6], Ammons et al. [7], Ahur et al. [5], Henzinger et al. [31], Mariani &amp; Pezzè [53], Acharya et al. [3], Dallmeier et al. [15], Lo &amp; Khoo [38], Acharya et al. [1], Mariani et al. [52], Shevertalov &amp; Mancoridis [65], Quante &amp; Koschke [60], Walkinshaw et al. [72], Gabel &amp; Su [30], Gabel &amp; Su [29], Lorenzoli et al. [49], Mariani &amp; Pastore [54], Walkinshaw &amp; Bogdanov [71], Lo et al. [46], Pradel &amp; Gross [58], Zhong et al. [77], and Gabel &amp; Su [28]</td>
</tr>
<tr>
<td>Value-Based Invariants</td>
<td>Ernst et al. [23–26], Perkins &amp; Ernst [57], Nimmer &amp; Ernst [56], Pytlik et al. [59], Brun &amp; Ernst [11], and Boshernitsan et al. [9]</td>
</tr>
<tr>
<td>Patterns/Rules</td>
<td>Engler et al. [21], El-Ramly et al. [20], Li &amp; Zhou [37], Livshits &amp; Zimmermann [37], Mandelin et al. [50], Weimer &amp; Necula [75], Kremenek et al. [34], Safyallah &amp; Sartipi [64], Yang et al. [76], Lo et al. [39], Ramanathan et al. [61], Ramanathan et al. [62], Thummalapenta &amp; Xie [68], Lo et al. [40], Ramanathan et al. [63], Zhong et al. [79], Zhong et al. [78], Acharya &amp; Xie [2], Heydarnoori et al. [32], Lo et al. [47], Nguyen et al. [55], Thummalapenta &amp; Xie [70], Thummalapenta &amp; Xie [69], Wasylikowski &amp; Zeller [73], Zhong et al. [77], and Lo et al. [41]</td>
</tr>
<tr>
<td>Sequence Diagrams</td>
<td>Briand et al. [10], Lo et al. [48], de Sousa et al. [17], Lo &amp; Maoz [43], Lo &amp; Maoz [42], Lo &amp; Maoz [44], and Doan et al. [19]</td>
</tr>
</tbody>
</table>
There are many different approaches that mine for frequent patterns. A pattern corresponds to a template that matches many concrete instances obeying the pattern in a trace or in a program. Data mining concepts such as itemset, sequential pattern, and graph pattern are often used. An itemset is a set of items. A sequential pattern is a series of items/events. A graph pattern captures relationships between labeled nodes and labeled edges. Each item/event/label could denote various pieces of information although typically they represent method calls. A pattern is frequent if it appears frequently in a dataset of interest. Various types of patterns have been mined including sequential patterns that appear often in execution traces to graph patterns that appear often in code bases. For example, a sequential pattern specifying a partial method call sequence to implement a context menu using JFace is shown in Figure 1.3 – c.f. [32].

There are other studies that mine for significant rules. Different from a pattern that captures things which appear frequently, a rule captures a constraint between two things; namely, the premise/pre-condition and the consequent/post-condition of the rule. A rule can capture a constraint between itemsets, sequential patterns, or graph patterns. There are many rules that programmers obey, for example, a “lock” must eventually be followed by an “unlock”, an “allocation” must eventually be followed by a “free”, a “use”
must be preceded by an “allocation”, etc. Some examples of these rules are shown in Figure 1.4.

Another form of specifications is sequence diagram which is composed of lifelines and messages. They are intuitive to capture the communication among the various objects through various method calls. There are also some extensions to standard UML sequence diagrams including Message Sequence Charts (MSC), which is the standard of International Telecommunication Union (ITU) [33] and Live Sequence Chart (LSC) [16] that extends MSC with modalities. LSC is able to express a rule-like property in the form of a modal sequence diagram. An example of a Live Sequence Chart is shown in Figure 1.5. It captures the constraint “whenever PictureChat calls the Backend method getMyJID(), and sometime in the future the PictureHistory calls the Backend method send(), eventually the latter must call the send() method of Connect and Connect must call the send() method of Output.”

From Table 1.1, we notice that there are many studies extracting finite state machines and rules/patterns. There are also a good number of studies mining other forms of specifications including value-based invariants and sequence diagrams.
1.3 Mining Finite State Machines

In this section, we describe past studies on mining finite state machines. In this and the following sections, we present the studies in a semi-chronological order.

One of the pioneer works on the inference of finite state machines from software systems is done by Cook and Wolf [14]. They investigate various approaches to infer a finite state model of a process from a set of event sequences. Various approaches ranging from neural network to grammar inference (i.e., k-tails [8]) are investigated.

The work by Cook and Wolf is later extended by Ammons et al., who coin the term “mining specification” [6]. Ammons et al. directly address software specifications rather than generic process models. They employ a program analysis technique to extract related trace segments from dynamic executions of a program. These trace segments are later fed into a probabilistic grammar inference engine. They also develop a process to prune potentially wrong edges from the resultant finite state machine. In their later work [7], they propose an approach to reduce the amount of user manual feedback needed in their system to debug and correct errors in mined specifications.

Whaley et al. propose a static and a dynamic analysis approach to extract specifications in the form of a finite state machine [74]. Rather than producing a single finite state machine, they produce multiple finite state machines. Each finite state machine models a sub-behavior corresponding to a group of method calls implementing the same Java interface or accessing a particular field. They distinguish method calls into two types: state-preserving (side effect free) and state-modifying (with side effect). For the static analysis approach, for each
method \( m \) they find fields and predicates that guard exceptions. Next, they
detect other methods \( m' \) that set the values of the fields and the predicates that
would trigger some exceptions in \( m \). Calls to \( m' \) which are directly followed
by \( m \) are thus illegal. A model that excludes the illegal behaviors is finally
produced. For the dynamic analysis approach, their approach keeps track of
the history of the last state-modifying method that was called. Each method
corresponds to a unique state. Their algorithm then builds a graph connecting
two methods that are called one after another.

Alur et al. propose an approach to infer a finite state machine from Ap-
plication Programming Interface (API) code [5]. Given a library code and
certain assertions that must hold, the task is to describe the most general way
to invoke the methods in the API such that the assertions are not violated. A
sequence of method calls that does not lead to a violation of the assertions is
considered safe. Alur et al. provide a sound algorithm to solve this problem.
The work is extended by Henzinger et al. [31]. In the latter work, they could
assure that all safe sequences of method calls are represented in the mined
finite state machine. The resulting model learned is termed as “permissive
interface” as it does not wrongly forbid any client from using the API.

Mariani and Pezzé propose a new grammar inference engine specially
suited for program executions named k-behavior [53]. They employ k-behavior
along with a value-based invariant generation engine (see Section 1.4) to con-
cisely capture the various behaviors of a software system. These behaviors
could later be replayed to test the correctness of the software system.

Acharya et al. [3] propose a static analysis approach to mine finite state
machines from systems. Their tool leverages a model checker to statically gen-
erate traces of a system. Based on certain trigger automata, the model checker
could generate concrete labels corresponding to various condition checks and
method calls as transition labels of the automata. These concrete labels are
then further analyzed to generate a mapping between high level concepts, e.g.,
check, free, etc., to concrete statements. Users could then specify a generic au-
tomata to be automatically converted to a concrete automata that could in
turn be used to find violations using a model checker.

Dallmeier et al. propose a hybrid static and dynamic analysis approach to
infer a finite state machine [15]. First, a set of methods termed as mutators
(i.e., those that change a system state) and another set termed as inspectors
(i.e., those that read/inspect a system state) are determined statically. A
dynamic analysis approach is then employed to get possible states of a system
based on abstracted values of variables, e.g., size>0, size=0, etc. These states
form the nodes in finite state machine. Invocations of the mutator methods
that transform one state to another act as transitions in the resultant finite
state machine.

Lo and Khoo extend the work by Ammons et al. by proposing a metric of
precision and recall in evaluating the quality of a specification mining engine
producing finite state machines [38]. They also introduce trace clustering and
trace filtering to reduce the effect of bad traces and inaccuracies during the inference of mined specifications.

Acharya et al. extend their previous work [3] in [1]. Static traces are first extracted from program code similar to their previous work [3]. Relevant segments of traces are then recovered. These segments of traces fed to a frequent partial order miner. The resultant partial orders are then composed to generate a specification in the form of a finite state machine.

Mariani et al. extend their previous work [53] in [52]. They propose a technique to generate prioritized regression test cases for the integration of Commercial-off-the-Shelf (COTS) components. A model in the form of a finite state machine and a set of boolean expressions on a set of variables, operators, and values is learned based on an older version of a system. This model is used to generate test cases to verify whether there are problems in a future version of the system when a component is replaced.

Shevertalov and Mancoridis propose an approach to extract a finite state machine capturing a network protocol [65]. Their system first captures packets from a network traffic. These packets are then clustered using a hierarchical clustering approach with a distance metric defined based on the longest common subsequence of two packets when compared byte per byte. Each cluster is given a unique identifier. A set of traces of captured packets can then be converted to a set of sequences of identifiers. A set of states and transitions between states are then inferred. Various refinement operations to split and merge states are also proposed.

While many specification mining approaches extract a finite state machine from sequences or stream of events, Quante and Koschke develop an approach that extracts a finite state machine from graphs [60]. An object process graph, which is a projection of a control flow graph on a single object, is used. The approach takes in a set of object process graphs corresponding to the various usage scenarios of a particular application and generalizes them to form a finite state machine via some transformation operations.

Walkinshaw et al. employ a state-of-the-art grammar inference technique that incorporates active learning [72]. The inference engine asks a series of membership questions while performing the inference. A membership question asks whether a series of events is valid or not. Inputs from a user or new test cases could be used to answer these membership questions. With answers to membership questions serving as feedbacks, the quality of the mined specification could be improved.

Gabel and Su use a Binary Decision Diagram (BDD) based approach to mine small size automata efficiently [30]. They show that the problem of specification mining under a particular setting, i.e., given an automaton template A and a trace T, enumerate all possible concrete automata following A that are satisfied by T, is inherently NP-Complete. A BDD-based approach could be used to speed up the process. In the process they show that they are able to mine small size automata from traces of sizes up to millions of events. They
extend their approach by proposing a technique to merge multiple small size finite state machines to a larger one [29].

Lorenzoli et al. mine extended finite state machines (EFSMs) in [49]. An extended finite state machine enriches a standard finite state machine with value-based invariants. Value-based invariants make the finite state machine more expressive: It could specify that if a certain constraint is met a set of behaviors becomes possible, otherwise another set of behaviors becomes possible. Their approach consists of merging of equivalent traces, generating value-based invariants, creating an initial model, and merging the initial model’s states to result in a final model.

Mariani and Pastore mine finite state machines to identify failure causes from system logs [54]. System logs are first collected. Several pre-processing modules to detect for events in logs and to transform data to an appropriate format that abstracts away concrete values are first employed. Based on the transformed log a model is learned using the approach proposed in [53]. When a failure occurs, the corresponding log and the mined model are analyzed to produce suspicious statements as potential root causes.

Shoham et al. propose an approach to infer specifications via an interprocedural static analysis using abstract interpretation [66]. Their approach works in two steps. The first step is abstract-trace collection. In this step, abstract histories in automata form are learned. Next, a summarization step is performed. A statistical approach is employed in this step to consolidate information collected in the first step and remove noise.

In [71], Walkinshaw and Bogdanov further automate their active learning finite state machine inference approach [72]. The approach in [72] potentially asks a large number of questions to users. The work in [71] reduces the amount of questions by asking users to provide a set of constraints. This set of constraints is used to automatically answer many of the generated questions.

In [46], Lo et al. propose mining of short temporal rules (in future and past-time temporal logics) that are incorporated to finite state machine inference. Different from the approach in [71], these rules are mined rather than specified. This approach addresses a technical concern about undesired merges of states during an inference leading to an imprecision in the constructed finite state machine. Specifically, the mined rules are used to prevent these bad merges, resulting in the learning of a more accurate finite state machine. A sound but incomplete approach to efficiently check the mined rules on the intermediate finite state machines is also proposed.

In [58], Pradel and Gross develop an efficient solution to mine for specifications involving multiple objects from a large amount of traces. Their approach first splits the traces into multiple smaller traces consisting of calls to related objects and methods. Each set of splitted traces is analyzed separately. This divide and conquer approach scales their approach to process a large amount of events in traces collected from various applications; each can contain up to tens of millions of events.

In [80], different from previous approaches, Zhong et al. extract specifi-
cations from natural language documentations (specifically Javadocs). These Javadocs are analyzed to form action-resource pairs. These pairs are later combined into a finite state machine. They have shown that the generated finite state machines are accurate and are able to detect bugs.

Gabel and Su propose an online specification mining approach [28]. Rather than performing an offline mining on a set of traces, they devise a technique to perform mining at the same time as traces are generated. A trace is processed window by window. Specification is mined/updated based on information collected in each window. Mining and checking of mined specifications are performed along the way as new traces are collected.

1.4 Mining Value-Based Invariants

In this section, we describe past studies mining value-based invariants. The pioneer work in extracting value-based invariants is Daikon by Ernst et al. [23–26]. Daikon contains many value-based invariant templates. It monitors a program in execution and matches one or more invariant templates to particular program points of interest. It then reports the invariants that holds at the program point. Various filtering and template selection strategies are provided by Daikon. Daikon is also integrated with constraint solvers to reduce the redundancy in the mined invariants. Optimization strategies have also been proposed to speed up the extraction of value-based invariants, e.g., by incremental detection of invariants [57].

Many other studies leverage Daikon to perform other software engineering tasks. For example, Nimmer and Ernst integrate Daikon with ESC/Java to evaluate the effectiveness of the mined invariants in detecting bugs via static analysis [56]. Pytlik et al. leverage Daikon invariants for fault localization [59]. Given a set of execution traces that fail and those that are successful Pytlik et al. find invariants that discriminate failing and correct traces in an effort to localize or pinpoint the wrong statement which is the root cause of the failure. They encounter a negative result in their experiment as many of the invariants are not related to bugs. Their study is later extended by Brun and Ernst in [11]. The latter study is able to show that with machine learning, Daikon invariants could be used to localize bugs. Demsky et al. use Daikon to learn data structure consistency invariants for automatic data structure repair [18].

In several studies the work on mining value-based invariants is combined with mining other invariant types. For example, Ramanathan et al. mine both value-based invariants and precedence rules as pre-conditions of various methods using an inter-procedural path-sensitive static analysis [62]. Lorenzoli et al. integrate Daikon invariants into a finite state machine inference algorithm.
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to mine specifications that capture both the temporal ordering constraints and invariants among values/variables [49]. Lo and Maoz also extend their algorithm with Daikon to enable the extraction of sequence diagrams in the form of Live Sequence Charts with value-based invariants from program executions [45].

1.5 Mining Patterns and Rules

In this section, we describe past studies mining rules and patterns.

Engler et al. are among the first pioneers in proposing statistical approaches to find bugs [21]. Their tool is built upon the tenet: “If two beliefs contradict, we know that one is an error without knowing what the correct belief is.” Their system works on a set of templates that associates a few variables together, e.g., “Does lock (L) protect a resource (R)?” “Must IS_ERR be used to check the return value of function F?” etc. Instances of these templates with sufficient statistical values are then identified. Violations of these instances are reported as potential bugs in a ranked list based on statistical likelihood of them being errors.

El-Ramly et al. extract frequent patterns of usage termed as interaction patterns from a set of sequences of events extracted from runtime program executions [20]. They formulate a new frequent pattern mining semantics and an efficient algorithm to mine the patterns. They applied their solution in a software maintenance task. In particular, they show the viability of the mined patterns in helping the migration of a legacy system to a new web-based solution.

Li and Zhou propose an approach that mines for rules from program code [37]. In their approach, every function is mapped into a transaction. The database of transactions corresponding to functions in a program under analysis is later mined. Association rule mining is employed to find rules that satisfy minimum support and confidence thresholds. The mined rules are used for the detection of anomalies.

Livshits and Zimmermann propose an approach that combines repository mining with the analysis of program execution traces to infer specifications [35]. First, transactions are formed from sets of method calls that are added together in a revision in a software repository. These transactions are later subject to association rule mining to mine for rules satisfying minimum support and confidence thresholds. Mined rules are later filtered and ranked. For the remaining set of rules, a user can choose some of them. These selected rules would be verified using a dynamic analysis approach. If there are many violations of a rule in execution traces, the rule is less likely to be valid. On
the other hand, if the traces conform to the rule, the rule is more likely to be valid. Mined rules are used for the detection of anomalies.

Mandelin et al. propose a concept referred to as *jungloid mining* [50]. The process accepts a pair of input and output types of a desired code fragment. The system then produces a piece of code fragment that would transform the input type to the output type (i.e., jungloid). The resultant code fragment refer to the variables in the program under investigation and thus can be inserted with ease. The system behaves like a programmer’s search engine and produces a list of possible jungloids based on a user query.

Weimer and Necula extract temporal rules statically by analyzing program code [75]. A temporal rule specifies an ordering constraint among events. In particular, their work focuses on an approach to mine two event rules, e.g., a lock is eventually followed by an unlock, etc. First, a set of static traces is extracted from program code. These traces are categorized into error and normal traces. An error trace passes through an error handling code. Next, based on the intuition that programmers tend to make more bugs in handling exceptional conditions, they devise a set of heuristics to automatically extract temporal rules that can result in finding a set of violations, particularly those that go through error handling code.

Kremenek et al. mine for annotations of methods in a code base [34]. As the first step, a set of annotations is defined, e.g., allocation and deallocation. Next, a model is built based on the annotations. Using the assumption that a program is generally correct they make use of a factor graph. A factor is a relationship that maps the deduction that a variable (i.e., the methods to be annotated) has a particular value (i.e., the annotation, e.g., allocation, etc.) to a positive real number. A factor graph is used to represent the relationship between various factors and variables. It is powerful enough to represent the fusion of various pieces of information and to propagate information learned on one method to other related methods.

Safyallah and Sartipi develop an approach to find frequent behavioral patterns from program traces [64]. They propose a frequent sub-string mining algorithm to realize the task. A sub-string mining algorithm is more efficient than a regular sub-sequence mining algorithm first proposed in [4] as it does not need to consider gaps between the events in a pattern. They also propose a two-step process in which the result of a mining operation is used as an input of another mining operation to detect higher level patterns.

Yang et al. develop a linear time solution to extract two-event rules from execution traces [76]. They particularly focus on expressing alternating behavior in which two events must occur in a strict alternating ordering. A concept of satisfaction rate is used to detect interesting rules. The linear time algorithm is realized by maintaining a matrix-like data structure of quadratic size to the number of unique events in the trace. As each event in the trace is processed a corresponding row and a corresponding column in the matrix are updated. They also propose a chaining process to link multiple two event rules that are mined.
Lo et al. mine iterative patterns to capture frequent software behaviors [39]. An iterative pattern captures pattern instances that appear within a sequence and across multiple sequences. It merges frequent subsequence mining [4] with frequent episode mining [51]. Since a program contains loops, recursions, etc., patterns of interest could appear many times in an execution of a program. A depth-first pattern mining solution is employed. A notion of closed patterns (i.e., the longest pattern without a super-sequence pattern having the same support) for iterative patterns is also proposed. Several pruning strategies to remove search space containing infrequent and redundant patterns (i.e., non-closed patterns) are detected early and those patterns are removed en masse.

Ramanathan et al. propose a static analysis technique to generate inter-procedural path-sensitive constraint repository from program code [61]. The constraint repository captures precedence relationships in the form of a sequence/chain of elements. From these trace-like chains of elements, a sequence mining operation is performed to find frequent patterns in the repository. These frequent patterns are then used to detect anomalies.

Ramanathan et al. next propose another inter-procedural path-sensitive static analysis technique to infer pre-conditions that must be observed before a method call is made [62]. The pre-conditions are in two forms: dataflow and control flow properties. The data flow property is in the form of value-based invariants, e.g., when a procedure X is called the integer parameter n must be less than or equal to zero. The control flow property captures ordering constraints among method calls, e.g., when “unlock” is called, “lock” must be called before.

Thummalapenta and Xie mine for frequent event sequences from the source code repositories on the web [68]. The approach first downloads code from source code repositories, e.g., Google code. The code is then analyzed to extract Method-Invocation Sequences (MIS) that could transform an object of a particular type to another. The extracted MISs are later clustered and ranked before being presented to the user. Two ranking heuristics based on frequency and length are used.

Lo et al. extends the algorithm in [76] to mine rules of longer length [40]. Recall that the approach in [76] mines for rules of length two and later composes them to rules of longer lengths. However some rules might be omitted and some other generated rules might not be valid (i.e., when the satisfaction rate is not perfect). Mined temporal rules are in the format: “Whenever a series of events occurs, another series of events must eventually occur.” Their algorithm follow a depth first approach to traverse the rule search space. Search spaces containing non-significant rules are identified and those rules are removed en masse. The resulting algorithm guarantees that 1) all mined rules satisfy the user defined threshold of support and confidence, 2) all interesting rules satisfying support and confidence thresholds are mined. A redundancy criterion is also defined and a process to identify and remove search space containing redundant rules is proposed. The early detection of
redundant rules could greatly reduce the runtime needed and the number of rules mined.

Ramanathan et al. provide a summarization mechanism to statically generate paths in programs [63]. The proposed technique summarizes static paths that reach a particular point in a program. The static paths are collected by propagating and merging predicate information in an inter-procedural path-sensitive analysis. For each node in a control flow graph (CFG) information on the number of paths that reach it, and the number of paths satisfying various predicates that go through it, is collected. The summary is termed as static path profile. The static path profile is used to mine pre-conditions of various methods.

Zhong et al. extract specifications from code in the form of a rule graph [79]. Nodes in the rule graph correspond to method calls and edges correspond to relationships between these methods. Their approach starts with a set of basic known rule graphs. These rule graphs are extended to form new rule graphs. Basic facts are extracted from program source code. These facts are used to infer other graphs based on the existing pool of known rule graphs in an iterative manner. The rule graphs could later be visualized to show the relationships among various methods.

Zhong et al. study the effect of trace quality on the quality of mined specifications [78]. They focus on mining specifications in the form of frequent sub-sequence patterns in a trace set. They introduce the notion of “polluting” events. They show that some events in the trace might lower the quality of the mined specifications. Several automated filtering strategies are proposed to remove these polluting events. They show that the quality of mined specifications is improved after the polluting events are filtered and mining is performed on the resultant traces.

Acharya and Xie mine for error-handling specifications from program code [2]. Their approach first extracts traces corresponding to error-handling and correct behaviors. Two types of specifications are mined, namely, error checking specification (i.e., a particular check is performed before a returned result is used) and multiple-API specification (i.e., right clean-up API methods are called). To mine for multiple-API specification, a frequent sub-sequence mining algorithm is employed. The sub-sequence mining algorithm is used to extract frequent sequences of method calls from correct executions.

Heydarnoori et al. propose an automated approach to extract concept implementation templates [32]. A concept implementation template is a sequence of method calls together with related information (e.g., a set of import statements in Java, etc.) to implement a particular generic functionality in a particular framework, e.g., implementing a context menu in JFace, etc. The approach starts with a collection of execution traces that is relevant to the context of interest. The extracted traces are later marked and sliced to get the relevant method calls. Events in the extracted sliced traces are then generalized. Several sets of facts, e.g., the dependency among events, etc., are extracted from the generalized traces. An intersection of these sets is taken.
Based on the generalized traces and common facts, a code corresponding to the template is finally generated.

Livshits et al. mine explicit information flow specifications [36]. They first extract a propagation graph which is a directed graph whose nodes are methods and transitions are explicit information flow between these methods. The task of explicit flow information is to label the nodes in the propagation graph by one of the following labels: sources, sinks, sanitizers, and regular. Given the labels and the graph, one could find information flow issues by running a reachability analysis. A probabilistic inference approach is used based on the intuition that most paths in the propagation graph are valid or secure.

Lo et al. propose an algorithm to mine for quantified temporal rules [47]. They propose a linear time algorithm to mine such quantified rules of length two. The approach could mine regular temporal rules, temporal rules with equality constraints, and quantified temporal rules with equality constraints. An example of quantified temporal rules is “for all object z, all calls to method m1(z), must eventually be followed by a call to method m2(z).” Only significant rules that satisfy minimum support and confidence thresholds are reported. A redundancy criterion is also proposed and redundant rules are filtered before being reported to the user.

Nguyen et al. capture common usage patterns of one or multiple objects from program code [55]. Their approach first constructs a graph-based object usage model (groum). The nodes in a groum correspond to various method calls or control structures. The edges in a groum correspond to temporal usage orders or data dependencies among various nodes. The groums are extracted from all the methods in a code base. The set of groums is input to a frequent graph mining algorithm. The resultant patterns are reported and are used to detect for anomalies in the code base.

Thummalapenta and Xie mine a set of exception handling rules to capture the behaviors that should occur when an exception is encountered [70]. Exception handling rules are expressed in a rule format: “A function F should be followed by a series of function G1, . . . , Gn if it is preceded by a series of function E1, . . . , En.” They also propose an extension to control flow graph termed exception flow graph that captures the flow of a program when exception happens. Static traces are extracted from the EFG, post-processed, and input to the mining algorithm. Rules are then produced and used to detect for anomalies.

Thummalapenta and Xie also mine for alternative patterns to detect for neglected conditions [69]. An alternative pattern captures a disjunction among patterns. To capture alternative patterns a frequent itemset mining algorithm is run multiple times. The first run would obtain the set of frequent patterns. For each frequent pattern, two sub-databases are formed: One corresponds to itemsets that do not contain all items in the frequent pattern, another corresponds to itemsets that support the frequent pattern. Alternating patterns are mined on the first sub-database by re-running the frequent itemset mining algorithm. The support of an alternating pattern is the support of the pattern
in the first sub-database minus that of the second sub-database. The mined patterns are then used to detect for anomalies corresponding to neglected condition checks.

Wasylkowski and Zeller mine temporal rules in the form of Computational Tree Logics (CTL) from program code [73]. Their approach, named Tikanga, takes as input a program code to be analyzed and a set of CTL templates (of one or two placeholder events). An object usage model capturing how an object is being used in a program is first created via an intra-procedural static analysis. Each of these models is later converted into a Kripke structure (i.e., a finite state machine representation normally used in model checking). Next, a model checking procedure is used to check the satisfiability of CTL formulas from the templates on the Kripke structures. For each formal parameter of a method, a set of common CTL formulas that holds for objects passed as the actual arguments is mined via concept analysis. The resultant CTL formulas are used to detect for a list of violations ranked from the most probable to the least probable.

Zhong et al. mine frequent usage patterns from code bases in the web, e.g., Google code [77]. API call sequences are first extracted from a code base. The call sequences are then clustered. Each of the clusters is then input to a frequent subsequence mining algorithm. The resultant patterns are indexed to code snippets that exhibit such patterns. The patterns are presented to the user and once the user selects a particular pattern, all corresponding code snippets are also displayed. The approach is shown to be better than using Google code alone as it could automatically extract and utilize the context of an API method call.

In [19], Doan et al. package the algorithm described in [48] into a tool. The tool supports the creation of mining projects, management of traces, and running of the mining algorithm. The resultant mined scenarios could also be saved and re-visited later. It also supports identification of segments of the traces that satisfy/violate the mined scenarios. A set of pre-processing and post-processing options is also available to help users in refining the result of the mining process.

In [41], Lo et al. extend the mining of closed iterative patterns [39]. They propose an approach to mine for generators of iterative patterns. A generator is a frequent pattern without any sub-sequence pattern of the same support. Whereas closed patterns are the maximal patterns, generators are the minimal patterns. Aside from closed patterns, generators are another alternative set of patterns to compactly represent a set of frequent patterns. The concept of representative rules that merge closed patterns and generators is also proposed. The resultant rules can capture interesting temporal constraints including specifying a set of events that must happen before, after, and in-between sequences of precursor events.
1.6 Mining Sequence Diagrams

In this section, we describe past studies mining sequence diagrams.

Briand et al. extract a UML sequence diagram from execution traces [10]. A UML sequence diagram contains lifelines corresponding to objects, and messages corresponding to method calls between these objects. They propose a framework to instrument a distributed system via an aspect-oriented language (i.e., AspectJ). Running an instrumented program would produce a trace. The collected traces are then analyzed to form a sequence diagram that could capture the caller, callee, and method signature information. In addition, branching points and loops in the trace would also be represented in the extracted sequence diagram.

Lo et al. extract modal sequence diagrams [48]. Such modal sequence diagram is represented as Live Sequence Charts (LSCs) [16]. An LSC is composed of a prechart and a mainchart. It could express a constraint: “Whenever the pre-chart is satisfied, the post-chart would eventually be satisfied.” Both the pre- and post-charts are sequence diagrams capturing caller, callee, and method signature information. Mined LSCs could be used as input to a runtime verification tool to find for anomalies.

Sousa et al. extract implied scenarios from execution traces [17]. Their approach starts with trace collection with each trace corresponding to an execution of a scenario. The collected traces are later filtered to distill the method calls that are relevant to the scenario and remove irrelevant ones. Based on this set of scenarios, their approach infers implied scenarios that are not present in the original set. The final set of scenarios is output and presented to the user.

In [42], Lo and Maoz extend the initial work on mining Live Sequence Charts published in [48]. The work introduces the concept of triggers and effects. The task is: Given a trigger, mine all significant effects. Similarly, given an effect, find all significant triggers. Thus users could help in directing the specification miner by providing a trigger or an effect. The resultant specification mining process could reduce both the runtime cost and the number of mined specifications. Only specifications related to the trigger or effect of interest would be mined.

In [43], Lo and Maoz further extend the work in [48]. They focus on the semantics of symbolic Live Sequence Charts. Symbolic LSCs have symbolic lifelines. A symbolic lifeline specifies a set of objects of a particular type or class. The work in [48] only approximates the symbolic LSCs by aggregating all frequent object-level/concrete LSCs in which all lifelines correspond to concrete objects. However it could be the case that a symbolic LSC is frequent while the corresponding object level LSCs are not. In this case, the work in [48] would miss the symbolic LSCs. This issue is addressed in [43].

In [44], Lo and Maoz introduce the concept of hierarchical specification
mining. Given a hierarchical structure, they mine a set of specifications at a certain abstraction level of interest. The resultant mined patterns could be zoomed-in or zoomed-out by expanding or collapsing lifelines of interest. It helps users by mining specifications at the right abstraction level. If more information is needed, the mined specification could be zoomed in. If there is too much information, the mined specification could be zoomed out. Thus, it provides an interactive mining experience to the user.

In [45], Lo and Maoz incorporate mining value-based invariants to mining Live Sequence Charts. They introduce the concept of scenario-based slicing. A set of scenarios is first mined. For a desired scenario of interest, slices of program traces that satisfy the scenario are extracted. These slices are fed to a value-based invariant miner, namely, Daikon [24], to produce a set of invariants. These invariants are then incorporated to the mined LSC of interest. Thus the work could capture both temporal ordering constraints and value-based invariants from execution traces.

1.7 Conclusion

Specification mining corresponds to the inference of models in various formats from programs either from code or execution traces or even natural language documents. Mined specifications are useful for various software engineering activities. These include program comprehension, software maintenance, bug finding, and test cases generation.

Categorizing based on the type of specification formalisms that were mined, the work on specification mining could be grouped into these mining: finite state machines, value-based invariants, patterns/rules, and sequence diagrams. More than 50 papers have been published on specification mining and we have surveyed many of them in this chapter.

In the following chapters, various works are discussed in more detail. We focus particularly on specification mining works that extract finite state machines and patterns/rules. The book covers approaches employing static analysis, dynamic analysis, and even the combination of the two.
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