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Preface
Since ancient times, the development and use of materials has been one of the basic objectives of 

mankind. Eras, that is, the Stone Age, the Bronze Age, and the Iron Age, have been named after 

the fundamental material used by mankind to construct their tools. Materials science is the modern 

activity that provides the raw material for this endless need, demanded by the progress in all fi elds 

of industry and technology, of new materials for the development of society.

Metallurgy was one of the fi rst fi elds where material scientists worked toward developing new 

alloys for different applications. During the fi rst years, a large number of studies were carried out 

on the austenite–martensite–cementite phases achieved during the phase transformations of the iron–

carbon alloy, which is the foundation for steel production, later the development of stainless steel, 

and other important alloys for industry, construction, and other fi elds was produced.

Later, the evolution of the electronic industry initiated the development of an immense variety of 

materials and devises based, essentially, on the properties of semiconductor, dielectric, ferromagnetic, 

superconductor, and ferroelectric materials.

In addition, until the second half of the twentieth century, the term ceramic was related to 

the traditional clays, that is, pottery, bricks, tiles, and cements and glass; however, during the last 

50 years, the fi eld of technical ceramics has been rapidly developed, and fi rmly established.

At the beginning of the twentieth century, the fi rst synthetic polymer, bakelite, was obtained and 

later, after the First World War, it was proposed that polymers consisted of long chains of atoms 

held together by covalent bonds. The Second World War gave a huge stimulus to the creation of 

polymers, which fi rmly established the fi eld of polymers.

However, important groups of materials cannot be studied in a single volume materials science 

book. These materials include adsorbents, ion exchangers, ion conductors, catalysts, and permeable 

materials. Examples of these types of materials are perovskites, zeolites, mesoporous molecular 

sieves, silica, alumina, active carbons, titanium dioxide, magnesium oxide, clays, pillared clays, 

hydrotalcites, alkali metal titanates, titanium silicates, polymers, and coordination polymers. These 

materials have applications in many fi elds, among others, adsorption, ion conduction, ion exchange, 

gas separation, membrane reactors, catalysts, catalytic supports, sensors, pollution abatement, 

detergents, animal nutrition, agriculture, and sustainable energy applications.

The author of this book has been permanently active during his career in the fi eld of materials science, 

studying diffusion, adsorption, ion exchange, cationic conduction, catalysis and permeation in metals, 

zeolites, silica, and perovskites. From his experience, the author considers that during the last years, a 

new fi eld in materials science, that he calls the “physical chemistry of materials,” which emphasizes 

the study of materials for chemical, sustainable energy, and pollution abatement applications, has 

been developed. With regard to this development, the aim of this book is to teach the methods of 

syntheses and characterization of adsorbents, ion exchangers, cationic conductors, catalysts, and 

permeable porous and dense materials and their properties and applications.

Rolando M.A. Roque-Malherbe
Las Piedros, PR, USA

January, 2009
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1 Materials Physics

1.1 INTRODUCTION

We discuss briefl y some basic topics in materials physics such as crystallography, lattice vibrations, 

band structure, x-ray diffraction, dielectric relaxation, nuclear magnetic resonance and Mössbauer 

effects in this chapter. These topics are an important part of the core of this book. Therefore, an 

initial analysis of these topics is useful, especially for those readers who do not have a solid background 

in materials physics, to understand some of the different problems that are examined later in the 

rest of the book.

1.2 CRYSTALLOGRAPHY

1.2.1 CRYSTALLINE STRUCTURE

An unit cell is a regular repeating pattern that pervades the whole crystal lattice. It is described 

[1–6] by three vectors: a−, b−, and c− (Figure 1.1), that outline a parallelepiped, characterized by six 

parameters. These parameters are the length of the three vectors (a, b, and c) and the angles between 

them (α, β, and γ). Consequently, all the points that constitute the lattice sites are given by a set of 

points, which starting from a reference point, are given by

 1 2 3cR n a n nb= + +
 (1.1)

where n1, n2, n3, are integers running from −∞ to ∞, for a limitless crystal. As a result of this, the 

lattice is a set of points in space, distinguished by a space periodicity or a translational symmetry. 

This means that under a translation defi ned by Equation 1.1, the lattice remains invariant.

If all the lattice points are positioned in the eight corners of a unit cell, then the unit cell is called 

a primitive unit cell. However, often, for convenience, larger unit cells, which are not primitives, are 

selected for the description of a particular lattice, as will be explained later.

It is possible, as well, to defi ne the primitive unit cell, by surrounding the lattice points, by planes 

perpendicularly intersecting the translation vectors between the enclosed lattice point and its nearest 

neighbors [2,3]. In this case, the lattice point will be included in a primitive unit cell type, which is 

named the Wigner–Seitz cell (see Figure 1.2).

A concrete building procedure in three dimensions of the Wigner–Seitz cell can be achieved by 

representing lines from a lattice point to others in the lattice and then drawing planes that cut in half 

each of the represented lines, and fi nally taking the minimum polyhedron enclosing the lattice point 

surrounded by the constructed planes.

Till now, we have only considered a mathematical set of points. However, a material, in 

reality, is not merely an array of points, but the group of points is a lattice. A real crystalline 

material is constituted of atoms periodically arranged in the structure, where the condition of 

periodicity implies a translational invariance with respect to a translation operation, and where 

a lattice translation operation, T
−

, is defi ned as a vector connecting two lattice points, given by 

Equation 1.1 as

 1 2 3a cT n n b n= + +  (1.2)
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FIGURE 1.1 Unit cell geometrical representation.

Until now, we have considered an infi nite lattice, but a real 

material has limited dimensions, that is, n1, n2, n3 has boundaries. 

However, an infi nite array of unit cells is a good approximation 

for regions relatively far from the surface, which constitutes the 

major part of the whole material [5]. At this point, it is necessary 

to recognize that a real crystal has imperfections, such as vacancies, 

dislocations, and grain boundaries.

Since a lattice is just a set of points, we will need another 

entity to describe the real crystal. That is, it is required to locate 

a set of atoms named “basis” in the vicinity of the lattice sites. 

Therefore, a crystal will be a combination of a lattice and a basis 

of atoms. In Figure 1.3, a representation of the operation

lattice basis crystal+ =

is given.

In order to systematize in a logical form the lattices that are compatible with a periodicity 

condition, the French physicist Auguste Bravais, in 1845, demonstrated that the lattice points 

in three dimensions, congruent with the periodicity requirement, are the roots of the following 

trigonometric equation [2]:

FIGURE 1.2 Wigner–Seitz cell 

in two dimensions.

Wigner–Seitz cell

FIGURE 1.3 Representation of the operation: lattice + basis = crystal.

Lattice Basis Crystal

b

a

ρ

+
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2 2 2sin sin sin 0a cb
πξ πη πζ⎡ ⎤ ⎡ ⎤ ⎡ ⎤+ + =⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦  

(1.3)

where

ξ, η, and ζ are spatial coordinates related with an oblique three-coordinate axis system

a−, b−, and c− (see Figure 1.1) are the unit vectors of the coordinate system

Bravais then showed that in three dimensions, there are only 14 different lattice types, currently 

named the Bravais lattices, which are grouped in seven crystal systems [1–3] (see Table 1.1).

Each lattice has an inversion center, a unique set of axes and symmetry planes, and there are possible 

operations like rotation, refl ection, and its combinations [1]. In a case where some symmetry operations 

leave unchanged a particular point of the fi xed lattice, they form a group called the crystallographic 

point groups. In this regard, there are 32 point groups in three dimensions. Besides, the combination of 

the point group symmetry operations with the translation symmetry gives rise to the crystallographic 

space groups. In relation with these operations, there are 230 space groups in three dimensions [1].

Each crystal system is related with a parallelepiped whose vertices are compatible with the sites 

of the corresponding Bravais lattice (see Figure 1.4) [1–3]. The parallelepiped is described with six 

parameters, as was previously stated for the unit cell. The most symmetrical crystal system has an 

essential symmetry, 4 threefold axes, and is named the cubic system. A hexagonal lattice is charac-

terized completely by a regular hexahedral prism, having a sixfold axes as the essential symmetry. 

This crystal system is named the hexagonal system. The Bravais trigonal lattice is characterized by 

a geometrical fi gure that results when a cube is stretched along one of its diagonals (see Figure 1.4). 

In addition, a rectangular prism with at least one square face has a tetragonal symmetry, that is, a 

fourfold axes as the essential symmetry, and is the basis of the tetragonal system. Stretching the 

tetragonal prism along one of the axes produces the orthorhombic prism, having three orthogonal 

twofold axes as the essential symmetry, and is the origin of the orthorhombic system. To complete 

the seven crystal systems, it is necessary to include the monoclinic system, which has only a twofold 

axes as the essential symmetry, and the triclinic system, which has only an inversion center.

Within a given crystal system, a supplementary subdivision is necessary to be made, in order to 

produce the 14 Bravais lattices. In this regard, it is necessary to make a distinction between the following 

types of Bravais lattices, that is, primitive (P) or simple (S), base-centered (BC), face-centered (FC), 

and body-centered (BoC) lattices [1–3].

In Table 1.2, the subtypes corresponding to each crystal system are listed and in Figure 1.4, the 

14 Bravais lattices in three dimensions are illustrated.

Among the 14 cells that generate the Bravais lattices (see Figure 1.4), only the P-type cells are 

considered primitive unit cells. It is possible to generate the other Bravais lattices with primitive 

unit cells. However, in practice, only unit cells that possess the maximum symmetry are chosen 

(see Figure 1.4 and Table 1.2) [1–6].

TABLE 1.1
Description of the Seven Crystalline Systems
System Parameters Describing the Unit Cell

Cubic a = b = c; α = β = γ = 90°
Hexagonal a = b ≠ c; α = β = 90°; γ = 120°
Rhombohedral or trigonal a = b = c; α = β = γ ≠ 90° and <120°
Tetragonal a = b ≠ c; α = β = γ = 90°
Orthorhombic a ≠ b ≠ c; α = β = γ = 90°
Monoclinic a ≠ b ≠ c; α = β = 90°≠ γ
Triclinic a ≠ b ≠ c; α ≠ β ≠ γ ≠ 90°
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FIGURE 1.4 Bravais lattices.

SC BCC FCC

ST BCT SR SH

FCOBoCOBCOSO

SM BCM

STr

TABLE 1.2
Subtypes of Lattices in the Seven Crystalline Systems
System Lattice Types

Cubic Simple cubic (SC), body-centered cubic (BCC), and 

face-centered cubic (FCC)

Hexagonal Simple hexagonal (SH)

Rhombohedral or trigonal Simple rhombohedral (SR)

Tetragonal Simple tetragonal (ST) and body-centered tetragonal 

(BCT)

Orthorhombic Simple orthorhombic (SO), body-centered 

orthorhombic (BoCO), face-centered orthorhombic 

(FCO), and base-centered orthorhombic (BCO)

Monoclinic Simple monoclinic (SM) and base-centered 

monoclinic (BCM)

Triclinic Simple triclinic (STr)

Sources:  Schwarzenbach, D., Crystallography, John Wiley & Sons, New York, 

1997; Kittel, Ch., Introduction to Solid State Physics, 8th edn., John 

Wiley & Sons, New York, 2004; Myers, H.P., Introduction to Solid 
State Physics, 2nd edn., CRC Press, Boca Raton, FL, 1997.
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1.2.2 CRYSTALLOGRAPHIC DIRECTIONS AND PLANES

The following steps must be followed in order to specify a crystallographic direction:

 1. The vector that defi nes the crystallographic direction should be situated in such a way that 

it passes through the origin of the lattice coordinate system.

 2. The projections of this vector on each of the three axis is determined and measured in 

terms of the unit cell dimensions, a, b, c, obtaining three integer numbers, n1, n2, n3.

 3. These numbers are reduced to smallest integers, u, v, w.

 4. These three numbers, enclosed in square brackets and not separated with commas, [uvw], 

denote the crystallographic direction.

For example, the direction of the positive x-axis is denoted by [100], the direction of the positive y-axis 

is denoted by [010], and the direction of the positive z-direction is denoted by [001] (see Figure 1.1).

For a crystal having a hexagonal symmetry, a set of four numbers, [uvtw], named the Miller–

Bravais coordinate system (see Figure 1.5), is used to describe the crystallographic directions, where 

the fi rst three numbers, that is, u, v, t, are projections along the axes a1, a2, and a3, describing the 

basal plane of the hexagonal structure, and w is the projection in the z-direction [2,3].

The following steps should be followed in order to specify a crystallographic plane:

 1. The plane ought to be located in such a way that it does not pass through the origin of the 

lattice coordinate system.

 2. After this, the interceptions of the plane on each of the three axis is determined in terms of 

the unit cell dimensions, a, b, c, and then obtaining three integer numbers p1, p2, p3.

 3. The reciprocals of these numbers are then taken and thereafter reduced to smallest integers 

h, k, l.
 4. These three numbers enclosed in parentheses and not separated with commas, that is, 

(hkl), named the Miller indexes, denote the crystallographic plane.

For example, the plane perpendicular to the x-axis is denoted by (100), the plane perpendicular to the 

y-axis is denoted by (010), and the plane perpendicular to the positive z-direction is denoted by (001).

For a crystal exhibiting a hexagonal symmetry, a set of four numbers, (hkil), (see Figure 1.5) is used 

to describe the crystallographic planes, where the fi rst three numbers, that is, h, k, i, are the intercepts of 

the plane on each of the three axis measured in terms of the unit cell dimensions along the axes a1, a2, 

and a3, describing the basal plane of the hexagonal structure, and l is the projection in the z-direction.

The position of a point inside the primitive unit cell is determined by 

a fraction of the axial length, a, b, c. For example, in a body-centered 

structure, the position of the central point is 1 1 1
2 2 2

.

1.2.3 OCTAHEDRAL AND TETRAHEDRAL SITES IN THE FCC LATTICE

In the FCC lattice, two types of interstitial sites can be recognized: 

octahedral sites (O-sites) and tetrahedral sites (T-sites). The O-sites 

are those which are enclosed by six nearest neighbor atoms at the same 

distances (see Figure 1.6).

On the other hand, a T-site is the geometric place that is formed when 

three spheres are in contact with each other, and a fourth sphere is placed 

in the depression created by the fi rst three. In this case, a tetrahedral 

site is formed in between the four spheres. That is, if we join three small 

black spheres located in the centers of the faces (see Figure 1.7), 

surrounding the diagonal of the cube, we will construct a triangle.

FIGURE 1.5 Miller–Bravais 

coordinate system.

z

–a3

–a1

–a2
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1.2.4 RECIPROCAL LATTICE

A unit cell in the reciprocal lattice is described by the vectors * **, ,a b c , which are defi ned as follows 

[2,3,5,6]:

 

× × ×= π = π = π** *2 , 2 , and 2
ac acb b

a b c
V V V  

(1.4)

where V = a− • (b− × c−)

Hence,

 
• • •= = = π** * 2a a b b c c

 (1.5a)

and

 
• • • • • •= = = = = =* ** * ** 0a b a c b a b c c a c b

 
(1.5b)

This means that *a  is perpendicular to both b− and c−, *b  is perpendicular to both a− and c−, and *c  is 

perpendicular to both b− and a−.

FIGURE 1.6 Octahedral sites.

Octahedral
positions

Sites of the
FCC lattice

FIGURE 1.7 Tetrahedral sites.

Sites of the
FCC lattice

Tetrahedral
sites
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Similar to the direct lattice, all the possible points that lie at the reciprocal lattice can be 

represented as follows:

 
* **

hkl cG h kb la= + +
 

(1.6)

Now, since the Miller indices of a plane implies that the plane intercepts the base vectors at the point 

, ,
a b c
h lk

, a triangular portion of the plane has sides

 

⎛ ⎞ ⎛ ⎞ ⎛ ⎞
− − −⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠

, ,
ca b ab c
lh k l hk

 

Considering Equations 1.5, it is possible to show that

 

0hkl hkl hkl
aca b b cG G G

k lh k l h
• • •

⎛ ⎞ ⎛ ⎞ ⎛ ⎞
− = − = − =⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠

 

Consequently, the vector hkl hklG G=  is perpendicular to the plane (hkl). Then, it is possible to calculate 

hklG⏐ ⏐, that is, the vector modulus. To perform this calculation, we must defi ne the unit vector in the 

direction of the vector hklG  as follows:

 

hkl
hkl

hkl

G
n

G
=

⏐ ⏐ 

Subsequently, since by defi nition the interplanar distance, that is, the distance between the (hkl) 
planes, is

 

2hkl
hklhkl

hklhkl

Ga and
h h GG

• •
π= = =

⏐ ⏐⏐ ⏐  

Consequently,

 

2
hkl

hkl

d
G

π=
⏐⏐  

(1.7)

1.3 BLOCH THEOREM

The Bloch theorem is one of the tools that helps us to mathematically deal with solids [5,6]. The 

mathematical condition behind the Bloch theorem is the fact that the equations which governs 

the excitations of the crystalline structure such as lattice vibrations, electron states and spin 

waves are periodic. Then, to solve the Schrödinger equation for a crystalline solid where the 

potential is periodic, {V( r– + R
– 

) = V( r– 
)}, this theorem is applied [5,6].
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If V( r − ) is the potential “seen” by an electron belonging to the solid, then the one electron wave 

function, ψ( r − ), satisfi es the Schrödinger equation:

 

2
2 ( ) ( ) ( ) ( )

2
r rr rV E

m
− ∇ ψ + ψ = ψ�

 
(1.8)

In the case of lattice waves and spin waves, the procedure is different but the principle is the same. 

The periodic potential is represented with the help of a Fourier series

 
( ) e hkl

hkl
hkl

riG
G

G
rV V •= Σ

 

where * * * *
hklhkl d aG h kb lc= = + +  is the reciprocal lattice vector. Since V( r − ) is a real function, it 

is necessary that

 

*

hkl hklG GV V−=
 

since

 

*( ) e e ( )hkl hkl

hkl hkl
hkl hkl

r riG iG
GG

G G
r rV V V V• •−

−= = =Σ Σ
 

Given that the Schrödinger equation

 

2
2 ˆ( ) ( ) ( ) ( )

2
( )rV E r H r E r

m

⎛ ⎞
− ∇ + − ψ = − ψ⎜ ⎟⎝ ⎠

�

 

is periodic, that is,

 
ˆ ˆ( ) ( ) ( ) ( )( ) ( )R rH r E r H r E R− ψ = + − ψ +

 

Then, the wave function ψ( r − ) and the wave function ψ( r −  + R− 
) must differ only in a constant, then

 
( ) ( )RR rrψ + = ψϑ

 

where the condition of normalization required by all the wave functions requires that

 

2
1Rϑ =

 

Consequently,

 
. ( )e i R

R
−= αϑ

 

where α(R−) is a real number. Besides, since

 1 2 1 2R R R R+ϑ ϑ = ϑ
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we will then have that

 1 2 1 2( ) ( ) ( )R R R Rα + α = α +  

Subsequently,

 
•α =( )R k R  

and

 
.e
ki R

R
− •=ϑ

 

 
( ) e ( )ik Rr R r− •ψ + = ψ

 

Therefore, the periodic function

 
− •= ψ( ) e ( )ik rru r

 

Have the correct form to be a solution of Equation 1.8. As a result, the Bloch theorem affi rms that 

the solution to the Schrödinger equation may be a plane wave multiplied by a periodic function, 

that is [5,6],

 
( ) e ( )

rki
k k rr u•ψ =

 
(1.9a)

where the periodic function is given by

 
( ) ( )e hkl

hkl
hkl

riG
k G

G
u r u k •= Σ

 
(1.9b)

It is necessary to state now that the rigorous fulfi llment of the Bloch theorem needs an infi nity 

lattice. In order to calculate the number of states in a fi nite crystal, a mathematical requirement 

named the Born–Karman cyclic boundary condition is introduced. That is, if we consider that a 

crystal with dimensions N1a
−, N2b

−
, N3c

−
 is cyclic in three dimensions, then [5]

 1 2 3( ) ( ), ( ) ( ), and ( ) ( )rr a cN r r N r r Nbψ + = ψ ψ + = ψ ψ + = ψ
 

For a Bloch state, the above conditions mean that

 
1 2 3. . .e e e

a ci k N i k N i k Nb− • − • − •= =  

This condition can be satisfi ed only if

 

1 2 3* * *

1 2 3

2 2 2m m ma cbk
N N N

π π π= + +
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where

m1, m2, and m3 are integers
** *,,a b c  are the reciprocal lattice vectors

The allowed values of m1, m2, and m3 must run through the values:

 1 1 2 2 3 30 , 0 , and 0m N m N m N≤ ≤ ≤ ≤ ≤ ≤  

However, this is not the proper range, and the appropriate extent is

 

1 1 2 2 3 3
1 2 3, , and

2 2 2 2 2 2

N N N N N N
m m m− ≤ ≤ − ≤ ≤ − ≤ ≤

 

which will give a cell centered in origin, as was previously observed for the Wigner–Seitz in real 

space, but now in the k
−

 space. This cell is named the Brilloin zone, which is the Wigner–Seitz cell 

in the k
−

 space or inverse space.

The number of allowed states is then N1 × N2 × N3 = M, which is the number of cells in a real 

macroscopic fi nite crystal. That is, the number of allowed wave vectors in a Brilloin zone is exactly 

the number of unit cells in the crystal under consideration.

1.4 LATTICE VIBRATIONS

1.4.1 PHONONS

Lattice vibrations are fundamental for the understanding of several phenomena in solids, such as 

heat capacity, heat conduction, thermal expansion, and the Debye–Waller factor. To mathematically 

deal with lattice vibrations, the following procedure will be undertaken [7]: the solid will be consid-

ered as a crystal lattice of atoms, behaving as a system of coupled harmonic oscillators. Thereafter, 

the normal oscillations of this system can be found, where the normal modes behave as uncoupled 

harmonic oscillators, and the number of normal vibration modes will be equal to the degrees of 

freedom of the crystal, that is, 3nM, where n is the number of atoms in the unit cell and M is the 

number of units cell in the crystal [8].

In order to solve this problem, it is possible to use the Hamiltonian procedure of classical mechanics 

[8]. Hence, the classical Hamiltonian of a system of coupled harmonic oscillators can be written as 

follows [7]:

 

′
′ ′ ′= +Σ Σ

2

,
,

1

22

( )i
i j i j

i i ji

p
H C q q

m  

(1.10)

where

qi′ are the coordinates of displacement from the equilibrium position
d

d

i
i i

q
p m

t

′′ =  are the impulses

C′i,j = C′j,i are constants

The Hamiltonian can be simplifi ed if we made the following substitutions in order to eliminate the 

constant

 i i iq q m′=  
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and

 

,
,

i j
i j

i j

C
C

m m

′
=

 

And fi nally,

 

i
i

i i

L p
p

q m

′∂= =
∂ �

 

where L is the Lagrangian function. Consequently, the Hamiltonian can be written as follows:

 
= +Σ Σ

2

,
,

( ) 1

2 2

i
i j i ji i j

p
H C q q

 
(1.11)

Following the rules of the Hamiltonian method, the equations of motion can be written as follows:

 
, andi i j j i i

ii i

H H
p C q q p

q p

∂ ∂= − = − = =
∂ ∂

Σ� �
 

(1.12)

Equation 1.12 is a system of linear differential equations with constant coeffi cients. Then, following 

the rules for solving this type of an equation, its solution can be written in the following form [7]:

 
e i t

i iq cβ − ωβ β=

where

ωβ = 2π νβ are the angular frequencies

νβ are frequencies

The condition for solving this system is [9]

 
| |− ω δ =2

, , 0i j i jC
 

(1.13)

which gives an equation that allows us to get the values of ωβ and the corresponding orthogonal 

vectors cβ
i

 

β δ
βδ= δΣ ii

i
c c

 

where the general solution for qi has the following form:

 

β
β

β
= Σi iq L q

 
(1.14)

where Lβ are constants. In essence, during the previous procedure we have separated the motion of 

the system in normal vibration modes, where each one has a frequency ωβ. Thereafter, the motion 

of the system is described as a sum of normal vibration modes.
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Now making the following substitution [7]

 
e

i tQ L β− ω
β β=

 

it is then possible to make the following variable substitution:

 

β
β

β
= Σi iq Q c

 

And then get [10]

 
β= Σ

i
H h

 

(1.15)

where

 

2 2 21 1
22

h p Qβ β β β= + ω
 

(1.16)

If we now change the coordinates and the momentum by their quantum mechanical corresponding 

operators, we will get

 
β= Σ ˆˆ

i
H h

 

in which

 

2 2
2 2

2

1ˆ
2 2

h Q
Q

β β β
β

∂= − + ω
∂

�

 

where

 2

h=
π

�
 

and h is the Planck’s constant. This is the Schrödinger equation for a quantum harmonic oscillator 

of frequency ωβ. Therefore, the energy of the system will be

 
β β

β

⎛ ⎞= + ω⎜ ⎟⎝ ⎠
Σ 1

2
E N �

 

(1.17)

where

 

1
2nE n

⎛ ⎞= + ω⎜ ⎟⎝ ⎠
�

 

(1.18)
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are the energy levels of a quantum harmonic oscillator. Consequently, we have reduced the lattice 

energy to the summation of the energy of different noncoupled harmonic oscillators.

It is very well known that Einstein, developing Planck’s ideas, quantized the electromagnetic 

fi eld by introducing a quantum particle named the photon. Consequently, each mode or state of 

a classical electromagnetic fi eld is characterized by an angular frequency, ω, and a wave vector, 

2 sk
π=

λ
, in which s− is a unit vector normal to the wave fronts. Then, the modes or states are 

replaced by the photon that carries energy

 E = ω�  

and momentum

 
p k= �

 

where

2

h=
π

�

ω = 2πν is the angular frequency

ν is the frequency of the electromagnetic radiation

λ is the wavelength of the electromagnetic radiation

Similarly, during their effort to understand the thermal energy of solids, Einstein and Debye 

quantized the lattice waves and the resulting quantum was named phonon. Consequently, it is 

possible to consider the lattice waves as a gas of noninteracting quasiparticles named phonons, 

which carries energy, E = � ω, and momentum, p− = � k−. That is, each normal mode of oscillation, 

which is a one-dimensional harmonic oscillator, can be considered as a one-phonon state.

1.4.2 BOSE–EINSTEIN DISTRIBUTION

It is possible to calculate the average energy for a single oscillation mode, following the canonical 

ensemble methodology [6,11] as

 

⎛ ⎞ ⎛ ⎞+ ω⎜ ⎟ + ω⎝ ⎠ ⎜ ⎟∞ ⎝ ⎠∞− −

⎛ ⎞ ⎛ ⎞+ ω + ω⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∞ ∞− −

⎛ ⎞+ ω⎜ ⎟ ω⎝ ⎠ ω〈 〉 = = +
Σ Σ

Σ Σ

� �

� �

� ��

1
1

2
2

0 0

1 1

2 2

0 0

1
2

e e

2

e e

n
n

kT
kT

n n

kT kT

n n
E

 

where k is the Boltzmann constant. It is easy to show that

 

0

e 1 1
eln ( , )

12 2 2
1 e

kT
kT

kT

E n T

kT

ω−ιω∞ −

ω−

⎛ ⎞⎛ ⎞ω ∂ ⎛ ⎞⎜ ⎟〈 〉 = − = + ω = ω + ω⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎝ ⎠⎛ ⎞ ⎝ ⎠∂ −⎝ ⎠⎜ ⎟⎝ ⎠

Σ
�

�

�

�
� �
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Consequently,

 

1
( , )

e 1kT

n T ωω =
−

�

 

(1.19)

which is the Bose–Einstein distribution function. Consequently, phonons behave as bosons [12]. 

If we use Equation 1.19 to describe each vibration mode, then

 

1
( , )

e 1kT

n T
ββ β ωω =
−

�

 

(1.20)

Then, Equation 1.20 tells us that there are on average nβ(ωβ, T) phonons in the β mode, where this 

mode contributes energy

 

1
( , )

2
E n Tβ β β β

⎛ ⎞〈 〉 = ω + ω⎜ ⎟⎝ ⎠
�

 

1.4.3 HEAT CAPACITY OF SOLIDS

The average energy in the canonical ensemble of the whole system is

 

0

1

e 1
TU E E

ββ β ωβ

⎛ ⎞= 〈 〉 = + ω ⎜ ⎟⎝ ⎠−
Σ ��

 

(1.21)

Besides, the canonical partition function [11] of the system of oscillators is [13]

 

β

−

ωβ −
=

−
Π �

0 1
e

1 e

E

kT

kT

Z

 

Then,

 

0
ln ln 1 e kTE

Z
kT

βω
−

β

⎛ ⎞
= − −⎜ ⎟

⎝ ⎠
Σ

�

 

(1.22)

We will now attempt an analysis of Equation 1.21 for n mol of a metallic, ionic, or covalent crystal, 

with 1 ion per lattice site, that is, for an Avogadro number, NA, of ions at a high temperature. At these 

conditions, kT >> � ωβ, and, consequently,

 

0 0 0 0

1
3 3

e 1

T

kT

E E E kT E NkT E nRT
βα ω αβ

⎛ ⎞
⎜ ⎟〈 〉 = + ω = + = + = +
⎜ ⎟⎝ ⎠−

Σ Σ��

 

(1.23)

where n is the number of moles.

Since the heat capacity at constant volume is defi ned as
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∂ ∂ 〈 〉⎛ ⎞ ⎛ ⎞= =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∂ ∂V

v v

TU E
C

T T  

(1.24)

then with the help of Equations 1.23 and 1.24, we can obtain, for n = 1

 V 3C R=  

which is the Dulong–Petit law, where R = kNA is the ideal gas constant. The same result can as well 

be obtained with the following argument: a classical harmonic oscillator included in a system of 

harmonic oscillators (as is the proposed model of a solid) in thermal equilibrium at a temperature T 

has an average energy equal to kT, since the number of normal modes is 3N, where N = nNA is the 

number of atoms in the solid, NA is the Avogadro number, and n, the number of moles. Then, the 

average classical internal energy of a solid for n = 1 is 3RT and CV = 3R.

However, we need to know the behavior of solids at all temperatures. Einstein, in 1907, to deal 

with the problem, assumed that all the normal vibration modes have the same angular frequency ωE. 

As a result, Equation 1.21 will take the following form [12]:

 

A A
0 0

3 3

e 1e 1
E E

E E
T h

kT T

N N k
E E Eω Θ

ω Θ〈 〉 = + = +
−−

�

 

where

kΘE = � ωE

ΘE is a characteristic temperature of the system

Consequently, the heat capacity at a constant volume will be

 

Θ

Θ

Θ⎛ ⎞= ⎜ ⎟⎝ ⎠ ⎛ ⎞
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2

V A 2

e
3

e 1

E

E

T
E

T

C N k
T

 

where the limit for the high temperature is CV = 3R
Debye, in 1912, made more realistic assumptions in order to deal with the lattice vibration problem. 

He considered that because of the large number of atoms in the crystal the number of normal vibration 

modes is very high, and it is possible to consider that the vibrations are continuously distributed over 

a specifi ed range of frequencies, 0 < ν < νm, where the distribution is such that the number of normal 

vibration modes in the interval from ν to ν + dν is g(ν)dν. Consequently, in Equation 1.22, it is possible 

to substitute the summation for the integration. Therefore [13],

 

m

0

0

ln ln 1 e ( )d

h

kTE
Z g

kT

α
ν ν−⎛ ⎞

= − − − ν ν⎜ ⎟⎝ ⎠∫
 

(1.25)

The density of elastic standing waves in a continuous solid is given by [14]

 

2

3
s

12
( )

V
g

V

π νν =
 

(1.26a)
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where

Vs is the average speed of sound waves in the solid

ν is the frequency of the standing wave

V is the volume of the solid

The derivation of Equation 1.26a is carried out by calculating the number of standing waves in a 

cubic cavity of volume V, and follows a process similar to that applied in Section 1.5.3 for calculating 

the density of states for an electron gas [14].

Now, since

 

m mv
2

A3
s

0 0

12
( ) d d 3g N

V

ν
πνν ν = ν =∫ ∫

 

then

 

1

3 3
A s

m

3

4

N V

V

⎛ ⎞
ν = ⎜ ⎟π⎝ ⎠

 

and

 

A 2

3
m

9
( )

N
g ν = ν

ν  

(1.26b)

Substituting Equation 1.26 in Equation 1.25, we will get

 

m

0 A 2

3
m

0

9
ln ln 1 e d

h

kTE N
Z

kT

ω ν−⎛ ⎞
= − − ν − ν⎜ ⎟ν ⎝ ⎠∫

 

Then, using [11]

 

∂ ∂ ∂〈 〉⎛ ⎞ ⎛ ⎞ ⎛ ⎞= = =⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠∂ ∂ ∂
2
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ln
and

v v

TZ U E
U kT C

V T T  

we will get (Figure 1.8).
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(1.27)

where

kΘD = hνm defi nes the Debye temperature, ΘD

h
y

kT

ν=  is an integration variable

The integral in Equation 1.27 cannot be analytically solved; however, for a high temperature, 

D

1
T >>

Θ
,
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D D
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C N k y y N k N k
T

Θ
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On the other hand, the integral in Equation 1.27 for a low temperature, 
D

1
T <<

Θ
, can be written as 

follows:

 

D

4 4

V A A

D D
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e e
9 d 9 d

e 1 e 1
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Θ
∞

⎛ ⎞ ⎛ ⎞= ≈⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠Θ − Θ −∫ ∫
 

(1.28)

Then, the integral in the right of Equation 1.28 can be integrated as follows:

 

34

V A

D

12

5

T
C N k

⎛ ⎞π= ⎜ ⎟⎝ ⎠Θ
 

1.5 ELECTRONS IN CRYSTALLINE SOLID MATERIALS

1.5.1 ELECTRON GAS

In a free atom of a metallic element, the valence electron moves in an orbital around the ion formed 

by the nucleus and the core electrons. When a solid metal is formed, these external orbitals overlap 

and interact. Subsequently, the outer electrons do not belong anymore to the atom. In this case, the 

wave function describing the state of these electrons is a solution of the Schrödinger equation for 

the motion in the potential of all the ions. As a consequence, in a metal, the bonding is carried out 

by the conduction electrons that form a cloud of electrons, which fi lls the space between the metal 

ions and mutually joins the ions throughout the Coulombic attraction between the electron gas and 

positive metal ions [14–16]. In this regard, the metallic crystal is held together by electrostatic forces 

of attraction between the positively charged metal ions and the nonlocalized, negatively charged 

electrons, that is, the electron gas. In the framework of the electron gas model or the Drude model, 

the system is formed by the cations plus a free electron gas. The premises behind the Drude model 

are [14–16]

FIGURE 1.8 Graphic representation of the Debye law of specifi c heat.
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Electrons collide with positive ions.• 

Collisions are instantaneous events.• 

Electrons lose all extra energy gained from the external electric fi eld during a collision.• 

Between collisions the electrons moves freely.• 

Mutual repulsion between electrons is ignored.• 

Finally, it is possible to state that the electron is confi ned to an energy band, named the • 

conduction band, as will be explained later.

Now, if free electrons are infl uenced by an external electric fi eld, E
−

x, then a net electron drift in the 

x-direction is produced (see Figure 1.9). This net drift, along the force, which is created by the electric 

fi eld, is superimposed on the chaotic motion of the electron gas. The end result of this process is 

that, following numerous scattering episodes, the electron has moved by a net distance, Δx, from 

its initial position in the direction of the positive terminal.

Following these assumptions, the Newton motion equation, along the x-axis, for the electrons in 

the free electron gas is given by

 
e e

d
e

d

x x
x

v v
m E m

t
= −

τ  

where

τ is the time between collisions

me and e are the mass and charge of the electron

Then, the steady-state solution of the Newton equation for the electron in the electron gas under the 

infl uence of an external electric fi eld is given by

 

drift

e

e
x xv E

m

τ=
 

Now,

 x xJ E= σ  

FIGURE 1.9 Electron trajectories in the electron gas or Drude model.
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where

Jx is the current density

σ is the conductivity

And with the help of the defi nition of mobility, M,

 
drift
x xv ME=

It is possible to show that

 

2

e

en
neM

m
τσ = =

 
(1.29)

The previously described theory in its original form assumes that the classical kinetic theory of 

gases is applicable to the electron gas, that is, electrons are expected to have velocities that are 

temperature dependent according to the Maxwell–Boltzmann distribution law. But, the Maxwell–

Boltzmann energy distribution has no restrictions to the number of species allowed to have exactly 

the same energy. However, in the case of electrons, there are restrictions to the number of electrons 

with identical energy, that is, the Pauli exclusion principle; consequently, we have to apply a differ-

ent form of statistics, the Fermi–Dirac statistics.

1.5.2 FERMI–DIRAC DISTRIBUTION

One of the simplest procedures to get the expression for the Fermi–Dirac (F–D) and the Bose–

Einstein (B–E) distributions, is to apply the grand canonical ensemble methodology for a system 

of noninteracting indistinguishable particles, that is, fermions for the Fermi–Dirac distribution and 

bosons for the Bose–Einstein distribution. For these systems, the grand canonical partition function 

can be expressed as follows [12]:

 

ε−
∞
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Σ

Θ = λΣ Σ
0 { }

e

k k

k

N
k

N kT

N N  
(1.30)

where

εk are the energy states of the individual particles is the number of particles in the system

e kT

μ−
=λ , in which μ is the chemical potential of the system of N indistinguishable noninteracting 

particles

The summation over {Nk} means that we are summing the particle distributions in the energy states 

accessible to the system where

 
k

k
N N= Σ

 

and

 

j k k
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is the energy of the particle system; then, rearranging Equation 1.30 leads to
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(1.31)

And continuing with the rearrangement of Equation 1.31, we will get
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(1.32)

We know from the Pauli principle that for fermions Nk = 0 and Nk = 1. Consequently,
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Since [11,12]
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(1.33)

the average number of particles in the state k in the Fermi–Dirac distribution is
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(1.34)

As a corollary, in the case of bosons, since Nk = 0, 1, 2, 3,…, ∞, then

 

e

1 e

k

k

kT

k

kT

N

ε−

ε−

λ=
− λ  

(1.35)

which is equivalent to the previously obtained Bose–Einstein distribution, since in the case of 

bosons, there is no restriction on the total number of particles, and μ = 0 [17].

In this regard, the probability of fi nding an electron in a state with energy E is given by the 

Fermi–Dirac distribution function, f(E), which is expressed as follows (Figure 1.10):

 

F
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1 1
( )

e 1 e 1

E E E

kT kT

f E −μ −= =
+ +  

where

E is the state energy

μ = EF is the Fermi energy level
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k is the Boltzmann constant

T is the absolute temperature

The Fermi–Dirac distribution describes the statistics of electrons in the conduction band of a solid 

when the electrons interact with each other and the environment, so that they obey the Pauli 

exclusion principle.

In Figure 1.10, it is shown that the Fermi level is the energy of the highest occupied quantum 

state in a system of fermions at 0 K, and that above 0 K, because of thermal excitation, some of the 

electrons are at energies above EF.

1.5.3 DENSITY OF STATES FOR THE ELECTRON GAS

We will now calculate the density of electron states in the case of the electron gas. In this model, 

the core electrons are considered as nearly localized, and must be distinguished from the conduc-

tion electrons, which are supposed to freely move in Bloch states throughout the whole crystal 

[5]. Because of the fact that the potential is constant, the single-particle Hamiltonian is merely the 

kinetic energy of the electron, that is,
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(1.36)

Then, the conduction electron states are plane waves, that is,

 
ψ = .

eik r
k  

(1.37)

But, the real wave function must include the spin coordinate, then [6]
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where
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FIGURE 1.10 (a) Fermi–Dirac distribution for T = 0 K and (b) Fermi–Dirac distribution for T > 0 K.
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Substituting Equation 1.38 in Equation 1.36, we will get the energy of the electrons that is indepen-

dent of the spin state [12,15]
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(1.39)

where k = | k
−

 |. Then, the system in consideration is equivalent to a quantum system of noninteracting 

electrons in the three-dimensional potential box (see Figure 1.11) [11,17]. In this case, the possible 

energies for electrons confi ned in a cubic box of volume, V = abc, are given by
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where n1, n2, and n3 are quantum numbers, each of which can be any integer number except 0. For 

a square box, where a = b = c = L, we will have
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(1.40)

where we have defi ned the sphere of radius
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Consequently, the number of states that can be accommodated in the space defi ned by n− = n1i
−

 + 
n2 j

−
 + n3k

−
 (see Figure 1.12) is

FIGURE 1.11 Box of volume V = abc where the electrons are confi ned.
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(1.41)

where the factor 2 is due to the two spin states and the factor 1/8 is because only positive numbers 

of the quantum states are allowed. Then the density of states can be defi ned as follows:
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(1.42)

In this regard, if the probability of occupancy of a state at an energy E is fFD(E), in agreement with 

the Fermi–Dirac distribution, we are dealing with electrons, which are fermions. Then, the product 

fFD(E) g(E) is the number of electrons per unit energy per unit volume. Consequently, the area under 

the curve with the energy axis gives
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(1.43)

which is the number of free electrons in volume V.

We can now calculate the value of the Fermi energy level, because as the electrons fulfi ll the Pauli 

exclusion principle, only two electrons can occupy one energy state thereafter, since at T = 0 [K], 

fFD (E) = 1, for E < EF(0) and fFD (E) = 0; for E > EF(0), then
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And as a result

 

⎛ ⎞ ⎛ ⎞0 = =⎜ ⎟ ⎜ ⎟π⎝ ⎠ ⎝ ⎠π

2/3 2/2 2

F 3
e e

3 3
( )

8 8

h N h nE
m L m  

(1.44)

where 
N

n
V

⎛ ⎞= ⎜ ⎟⎝ ⎠
 and V = L3
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−

, space.

n2

n1

n3



24 The Physical Chemistry of Materials: Energy and Environmental Applications

It is easy now to calculate the mean energy of an electron in a solid, e−average, at T = 0 [K], as 

follows:
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Above absolute zero, the average energy is approximately [2,15]
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where ν−F is the root mean-square speed of the electrons in the valence band of a solid around the 

Fermi level. Then
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This velocity of the electron is independent of temperature, in contradiction to the Maxwell–

Boltzmann statistic, which states that
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1.5.4 ENERGY BAND MODEL

The electron gas model adequately describes the conduction of electrons in metals; however, it has a 

problem, that is, the electrons with energy near the Fermi level have wavelength values comparable 

to the lattice parameters of the crystal. Consequently, strong diffraction effects must be present 

(see below the diffraction condition (Equation 1.47). A more realistic description of the state of the 

electrons inside solids is necessary. This more accurate description is carried out with the help of 

the Bloch and Wilson band model [18].

If the problem is mathematically treated as a perturbation of the free-electron gas energy states 

caused by the presence of the periodic potential, V( r− 
), in the Schrödinger equation, then

 

2
2 ( ) ( ) ( ) ( )

2
rr rV E r

m
− ∇ ψ + ψ = ψ�

 

Then [5],

 

′

′

ψ ψ
= + ψ ψ +

′−
∫Σ∫

3

0 3

0 0

( ) ( ) ( )d

( ) ( ) ( ) ( ) ( )d
( ) ( )

k k

k k
k

Vr r r r
kE E k r V r r r

E k E k  

(1.46)



Materials Physics 25

where
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Since diffraction is an effect linked to scattering, if a beam of fast electrons is being directed into a 

crystal, its scattering process will be described by the Born approximation where the rate of transi-

tion between the initial state, Ψ k−, and the fi nal state, Ψ k−, is given by [10]
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Given that [5,6]
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If the diffraction condition for electrons in a crystal (Equation 1.47)

 hklk k G′− =  (1.47)

is fulfi lled, then
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Subsequently, introducing the diffraction condition in Equation 1.46, we will get [5]
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Consequently, the periodicity condition of the potential produces the segmentation in the energy 

bands.
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A more exact treatment is made using the Bloch theorem. In this sense, the solution of the 

Schrödinger equation may be a plane wave multiplied by a periodic function, that is,
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(1.48)

Due to the periodicity of u k− ( r− 
), if we insert Equation 1.48 in the Schrödinger equation [6]
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This equation is named the Bloch difference equation and is a set of coupled linear equations whose 

nontrivial solution conditions are

 

2
2

,
( ) 0

2 hkl hkl hkl hklG G G G
k G E V

m ′′ ′′−

⎛ ⎞
+ − δ + =⎜ ⎟⎝ ⎠

�

 

(1.50)

This is named the Hill determinant. After solving, the resulting secular determinant for the root 

of En(k
−

) provides a more accurate method for calculating the band structure of solids, where n = 1 

refers to the fi rst band, n = 2 to the second, and so on.

1.5.5 MOLECULAR ORBITAL APPROACH FOR THE FORMATION OF ENERGY BANDS

A crystalline solid can be considered as a huge, single molecule; subsequently, the electronic wave 

functions of this giant molecule can be constructed with the help of the molecular orbital (MO) 

methodology [19]. That is, the electrons are introduced into crystal orbitals, which are extended 

along the entire crystal, where each crystal orbital can accommodate two electrons with opposite 

spins. A good approximation for the construction of a crystal MO is the linear combination of 

atomic orbitals (LCAO) method, where the MOs are constructed as a LCAO of the atoms composing 

the crystal [19].

For example, in metals, because of their large electrical conductivity, it seems that at least some 

of the electrons can move freely through the bulk of the metal, while the core electrons remain in 

their atomic orbital, similar to the isolated atoms forming the metal. For example, let us take into 

account the formation of a linear array of lithium atoms from individual lithium atoms: Li–Li; 

Li–Li–Li; Li–Li–Li–Li…. Then, the fi rst stage is the formation of a lithium molecule, Li2. This 

molecule is analogous to the hydrogen molecule, H2 [15,19]. In the formation of the H2 molecule, 

two MOs are formed, that is, the bonding MO
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 A B1s 1s( ) ( )rrσΨ = ψ + ψ
 

and the antibonding MO

 A B1s 1s( ) ( )rrσΨ = ψ − ψ
 

where the two electrons pair their spins and occupy the bonding orbital. Then the two lithium atoms are 

bound together by a pair of valence electrons, where each lithium atom supplies its 2s electron to form a 

covalent molecular bond (see Figure 1.13). In this case, the molecule formed occurs in lithium vapor.

We will now take into account the hypothetical linear molecule, Li3. The valence electron cloud 

is spherical; then, in the course of the linear combination of atomic orbitals, the three atomic valence 

electron clouds overlap to form one continuous distribution, and two distributions with nodes, that 

is, three MOs (see Figure 1.14). While the length of the chain is augmented, the number of elec-

tronic states, into which the atomic 2s state splits during the linear combination of atomic orbitals, 

increases. In this regard, the number of states equals the number of atoms.

A similar situation takes place when lithium chains are placed side by side or stacked on top 

of each other, so that fi nally the space lattice of the lithium crystal is obtained. In this case, the 

electronic states have energies that are bounded by an upper and lower limiting value, forming an 

energy band of closely spaced values (see Figure 1.14). Similarly, energy bands can also result from 

overlapping p and d orbitals.

FIGURE 1.13 Energy of the states formed during the establishment of a Li2 molecule.
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The electronic states within an energy band are fi lled progressively by pairs of electrons in the 

same way that the orbitals of an atom are fi lled in accordance with the Pauli principle. This means 

that for lithium, the electronic states of the 2s band will be exactly half fi lled (Figure 1.15).

To summarize, the formation of a 2s-energy band from the 2s orbitals when N Li atoms are 

gathered together to form the Li crystal is shown in Figure 1.15. There are, N 2s-electrons but there 

are 2N states in the band, therefore the 2s band is only half full. Besides, the atomic 1s orbital, 

which is close to the Li nucleus, that is, is the two 1s electrons which are the core electrons, remains 

undisturbed in the solid, that is, each Li atom has a closed K-shell, specifi cally a full 1s orbital. 

Consequently, in general, when a solid metal is formed, the external orbitals overlap. As a conse-

quence of this process, the outer electrons move without restraint through the metal, while the core 

electrons remains in their atomic orbital.

On the other hand, in covalently bonded materials like carbon, silicon, and germanium, the 

formation of energy bands fi rst involves the hybridization of the outer s- and p-orbitals to form 

four identical orbitals, ψhyb, which form an angle of 109.5° with each other, that is, each C, Si, and 

Ge atom is tetrahedrally coordinated with the other C, Si, and Ge atom, respectively (Figure 1.16), 

resulting in a diamond-type structure.

FIGURE 1.15 Band formation process for a Li crystalline solid.
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When these atoms are close enough, the ψhyb orbitals on two neighboring atoms can overlap to form 

a bonding orbital and an antibonding orbital [13,15]. In the crystal, the bonding orbital overlap to give 

the valence band, which is full of electrons, while the antibonding orbital overlap to give the conduction 

band, which is empty (see Figure 1.17). Since the conduction band is empty in the case of intrinsic 

semiconductors and insulators, these materials only conduct by the thermal excitation of electrons to 

the conduction band and by the formation of holes in the valence band (see Figure 1.18).

This excitation process is an activated process of electron jumps through the band gap, Eg. If the 

energy gap is low as in the case of semiconductors, the conductivity is low but noticeable. However, 

in the case of insulators, since the energy gap is high, the conductivity is very low.

Similarly, the covalent compound ZnS (zinc blende) is a semiconductor that has a structure simi-

lar to diamond, where the Zn atoms occupy the FCC lattice sites, and the S atoms occupy four of the 

eight tetrahedral sites of the FCC lattice (see Section 1.2.2). Analogous semiconducting properties 

are obtained when elements from the IIIA and VA columns of the periodic table are formed, for 

example, InAs, GaAs, and InP and also in the case when elements from the IIB and VIA columns 

of the periodic table are created, for instance, ZnTe and ZnSe.

FIGURE 1.18 Formation of holes in the valence band by thermal excitation of electrons to the conduction band.
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1.6 X-RAY DIFFRACTION

1.6.1 GENERAL INTRODUCTION

X-ray diffraction [20–26] is the most powerful method for the study of crystalline materials. The 

effect of x-ray generation during a glow discharge was casually discovered in 1895 by Wilhelm 

Röntgen at the University of Würtzburg in Germany. Some years later, in 1912, at the University 

of Munich, Max von Laue and collaborators carried out one of the most important experiments 

of modern physics, the Laue–Knipping–Friedrich experiment, which established that x-radiation 

consisted of electromagnetic waves. Additionally, the experiment clearly showed that the crystals 

were composed of atoms arranged on a space lattice, since the electromagnetic x-ray radiation was 

interfering during its scattering by the crystal atoms.

To generate an x-ray beam, a vacuum tube is needed where an electron beam, produced by a 

heated fi lament, is collimated and accelerated by an electric potential of several kilovolts, that is, 

from 20 to 45 kV (Figure 1.19). This beam is directed to a metallic anode (Figure 1.19). The electrons 

hitting the anode will convey a fraction of their energy to the electrons of the target material, a pro-

cess resulting in the electronic excitation of the atoms composing the metallic anode. The x-ray tube 

has to be evacuated to allow electron movement. Finally, in order to dissipate the heat produced by 

this process in the metallic anode, it is normally water cooled.

The x-ray tube produces two kinds of radiations: the continuous spectrum (Figure 1.20) and the 

characteristic spectrum (Figure 1.21). The continuous spectrum is a plot of the intensity of the x-ray 

FIGURE 1.19 Schematic representation of an x-ray tube.
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