 ENERGY AND
RONMENTAL APPLICATIONS

ROLANDO M.A. ROQUE-MALHERBE

CRC Press
Taylor & Francis Group
[




tHE PHYSICAL
CHEMISTRY or
MATERIALS

ENERGY AND
ENVIRONMENTAL APPLICATIONS






tHE PHYSICAL
CHEMISTRY or
MATERIALS

ENERGY AND
ENVIRONMENTAL APPLICATIONS

ROLANDO M.A. ROQUE-MALHERBE

CRC Press
Taylor & Francis Group
Boca Raton London New York

ss is an imprint of the
Taylor & Francis Group, an informa business




CRC Press

Taylor & Francis Group

6000 Broken Sound Parkway N'W, Suite 300
Boca Raton, FL 33487-2742

© 2010 by Taylor and Francis Group, LLC
CRC Press is an imprint of Taylor & Francis Group, an Informa business

No claim to original U.S. Government works

Printed in the United States of America on acid-free paper
10987654321

International Standard Book Number: 978-1-4200-8272-2 (Hardback)

This book contains information obtained from authentic and highly regarded sources. Reasonable efforts have been
made to publish reliable data and information, but the author and publisher cannot assume responsibility for the valid-
ity of all materials or the consequences of their use. The authors and publishers have attempted to trace the copyright
holders of all material reproduced in this publication and apologize to copyright holders if permission to publish in this
form has not been obtained. If any copyright material has not been acknowledged please write and let us know so we may
rectify in any future reprint.

Except as permitted under U.S. Copyright Law, no part of this book may be reprinted, reproduced, transmitted, or uti-
lized in any form by any electronic, mechanical, or other means, now known or hereafter invented, including photocopy-
ing, microfilming, and recording, or in any information storage or retrieval system, without written permission from the
publishers.

For permission to photocopy or use material electronically from this work, please access www.copyright.com (http://
www.copyright.com/) or contact the Copyright Clearance Center, Inc. (CCC), 222 Rosewood Drive, Danvers, MA 01923,
978-750-8400. CCC is a not-for-profit organization that provides licenses and registration for a variety of users. For
organizations that have been granted a photocopy license by the CCC, a separate system of payment has been arranged.

Trademark Notice: Product or corporate names may be trademarks or registered trademarks, and are used only for
identification and explanation without intent to infringe.

Library of Congress Cataloging-in-Publication Data

Roque-Malherbe, Rolando M. A.
The physical chemistry of materials : energy and environmental applications / Rolando M.A.
Roque-Malherbe.
p.cm.
Includes bibliographical references and index.
ISBN 978-1-4200-8272-2 (hardcover : alk. paper)
1. Materials science. 2. Chemistry, Physical and theoretical. L. Title.

TA403.R567 2010
620.1'1--dc22 2009034795

Visit the Taylor & Francis Web site at
http://www.taylorandfrancis.com

and the CRC Press Web site at
http://www.crcpress.com



To the loving memory of my mother, Silvia Malherbe;
my father, Rolando Roque;
my grandmothers, Maria Fernandez and Isidra Pefia;
my grandfathers, Herminio Roque and Diego Malherbe;
and my favorite pets, Zeolita and Trosia






Contents

PIEEACE. ... ettt ettt sttt st e ettt et eae Xix
AUEROT <.ttt b et b et b et e b ettt a e et bt et s be et be et sba et eae xxi
Chapter 1  Materials PRYSICS......cccoeririiriiniiiiieicctecee ettt e 1
L1 INEFOAUCHION .ottt ettt et ettt e bt e st e e aeesaee s 1
1.2 CryStallography ....cooeeoieeniieniieiieeeette ettt ettt ettt et saee s 1
1.2.1  Crystalling StrUCUTE .....cccueeriiirieniieiieeieeee ettt 1
1.2.2  Crystallographic Directions and Planes............cccccevceenienieeniennennneen. 5
1.2.3  Octahedral and Tetrahedral Sites in the FCC Lattice.........c..ccecuenee. 5
1.2.4  Reciprocal LattiCe .......ceeveeriiiniieniiiiienieeite ettt 6
1.3 BIOCh ThEOTEIM c...eeiiiiiiieiiieiie ettt ettt et e n 7
1.4 Lattice VIDIatiONnS ....cocvieeieiniieiieeiee sttt ettt sttt ettt beesane s 10
LAT  PRONONS w.eiiiiiiieiieeiteeeeite ettt ettt ettt ettt e 10
1.42  Bose—Einstein Distribution ........cc.cccevciervieinieniieenienieeriesieesieeseeee 13
1.4.3  Heat Capacity of SOIidS......cccueevieriiirieiiiiiieiiteeeeieeseeee e 14
1.5  Electrons in Crystalline Solid Materials ...........cccceeveirveiniiiinieenienieenieeieene 17
1.5.1  EIECtION GaS ....eoeiiiiiieiiieiieriieeieesiie ettt ettt sttt e 17
1.5.2  Fermi—Dirac DiStribution.........ccccecueerieriieinieniieenienieesie e 19
1.5.3  Density of States for the Electron Gas .........ccccceeeeervieeneeniieeneeneeene. 21
1.5.4  Energy Band Model...........cooouviiiiniiiiiiniiiiiieeeeeeeeee e 24
1.5.5 Molecular Orbital Approach for the Formation

Of Energy Bands .........coooueeiiiiiiiiiiiiieeceeeeee e 26
1.6 X-Ray Diffraction......c.ccecceeiiiiiiiiiiiiiiieciceiteee ettt 30
1.6.1  General INtrodUuCtion ..........coceeveeriienieniieiiieeieeee et 30
1.6.2  X-RaAY SCAETING ..eovveeiriiiieiiieiie ettt ettt ettt 31
1.6.3  Diffraction Conditions ...........ceeceervieerieriieiniienienee e 33
1.6.4  Powder Diffraction Method ..........ccoceeviiiiiiniiniiiniiceceeee, 35

1.6.5 Other Factors Affecting the Scattering Intensity
of a Powdered Sample .........coceevviiiiiiiiiniiniieeceeeeee e 36
1.6.5.1  Multiplicity Factor ........ccccervieeniiriiiiniiniieieeieeseeeieeieeae 36
1.6.5.2  LorentZ Factor.........cceevueiviiiiiiieniiiiienieeieeteeie et 37
1.6.5.3  Absorption Factor .........cceceevieriiiiniiiiiiiiciieeeeeeeeeeee 37
1.6.5.4 Temperature Factor.......coceevuieniiiiiieniiinieeiecieeeeeieeiee 38
1.6.6  Intensity of a Diffraction Peak............ccoceeiiiniiiiiniinniiniieieiee 38
1.7 Dielectric Phenomena in Materials ..........cocceevierriiiniiiniienieiieeieeieeeeeeeee 39
171 INtrOAUCTION ...ueeeiiiiiieeieeite ettt ettt st 39
1.7.1.1  Electronic Polarization ..........cc..cceceervieriieenienieenneenienneens 39
1.7.1.2  Tonic Polarization..........cccceevueeviiriieenieniieenienieeiee e 39
1.7.1.3 Dipolar (or Orientation) Polarization........c...c..cccceeveeuencnne. 40
1.7.1.4 Hopping of Charge Carriers’ Polarization...........c..cccc....... 40
1.7.1.5 Interfacial Polarization ..........ccoccoevveevieniieeniensieenieenieeieens 40
1.7.2  Susceptibility and Dielectric Constant..........ccccceeeervueeneersieeneeneeenne. 40
1.7.3  Complex PermittiVity ........ccoceevieriiiinienieiiienieeee et 41
1.7.4  Dielectric RelaXation..........coceervierniienieriiiiniieieenieeiteete e 42
1.7.5 Debye Relaxation Model for the Dipolar Mechanism ....................... 44

vii



viii

Chapter 2

Contents
1.7.6  Model to Describe Dielectric Relaxation for a Charge
HOPPING PrOCESS. ..c.voviuieiieiieieiieererteterereeet ettt 46
1.8 Nuclear Magnetic RESONANCE ..........ccuevveieiiiririinieneniereneneeteeeeeeeee e 52
D IE 70 B 15 6 10 (8 (o) s NS 52
1.8.2  Nuclear Zeeman Effect .........ccoooveviiiiiiiiiieiceeeee e 53
1.8.3  Magnetization and Time Evolution of the Magnetization.................. 54
1.8.4  Nuclear Magnetic Resonance EXperiment..........c.ccoceeeververveniennennnne. 56
1.8.5 Spin-Lattice Relaxation Time (7}), Spin—Spin Relaxation
Time (75), and the Bloch Equations.........c..cccccuevveveeievinvencncncrcnnenne. 56
1.9 MOSSDAUET EffECt...c.uiiiiiiiieiieciieeieciteee ettt e 58
1.9.1  INErOAUCHION ...eeieiiiieeiiie ettt e e e et e e eneaeeeeenas 58
1.9.2  MOSSbauer EffeCt......c.cociiiiiieciieiiecieeieece ettt 58
RETEIENCES ..uviiitieeiietee ettt e e be e te e et e e taeeareessaeenseeaees 60
Structure of Adsorbents, Ion Exchangers, Ion Conductors,
Catalysts, and Permeable Materials ..........ccoceerieriiiniieniiieniieiieeee et 63
2.1 INEFOUCHION .ouiiiiniiiieiceteteet ettt st 63
2.2 Transition Metal Catalysts........cccceveevuireeririenenienerieneeteneereneereere e 63
2.2.1 Metallic Catalysts’ Performance.........ccocceeeeervveerieenieeneeneesnieeneenane 63
2.2.2 Band Structure of Transition Metals.........ccccccceevvenervieninveineesencnne. 64
2.2.3  Body-Centered Cubic Iron as a Catalyst.......cccceeveerieeniencieenieneeenne 64
2.2.4  Face-Centered Cubic Platinum as a Catalyst ........ccccceeveeerverneennennne. 65
2.2.5 Hexagonal Close-Packed Cobalt as a Catalyst........cccevcvercreereeruennne. 66
2.2.6  Balandin Volcano Plot.........ccoccociniininiinininiinieicnccicneec e 66
2.3 Nonmetallic CatalySts .....ccceecveerieriieriiienieeieerte ettt siae s 67
2.3. 1 SIMPIE OXAALS .oonvvieniieiieeieeiieeieeeie ettt sttt 67
2.3.2  Rock-Salt-Structure Catalysts .......cceeveereeriiierieniieenieeieenieesieeseee e 68
2.3.3  Rutile-Type CatalySt......ccceevieerieeriiiiienieeieesreeeeste et 68
2.3.4  Corundum-Type CatalystS......cccceeruiirieriieiniierieeieenieeieesiee e 69
2.3.5  Wurtzite-Type CatalysSts .....cocveereeriieenieeiienieeneeeie et 71
2.3.6  Fluorite-Type Catalysts ......coceevieriieirieerieenieenieesieeieesie e s esiee e 71
2.3.7  Spinel-Type Catalysts ......ccccevveeveeriirriienieeiienreeieente et 71
2.3.8  Zinc Blende—Type StruCture........ccceerverreeerieeneeneeenieeniesieeseesveennns 72
2.4 Permeable MaterialS.........cccceeieviirieniirieniiienieeieneeteneetese et 73
2.4.1  INIOAUCHION ....eouviiriiieiiiiietentcete sttt ettt 73
2.4.2 Palladium: A Hydrogen Permeable Material ............ccccceevvirnniennennne. 73
2.4.3  Yttrium Oxide (Y,0;)-Stabilized Zirconium
()4 s 1SN (/2 { © 3 T OO URORPRUTUPRUPRRRRNt 74
2.4.4  Hydrogen-Permeable Perovskites........ccocevrieriiernienieenieniieniesieee 74
2.4.5  Silver Iodide: A Fast Ion Conductor..........cccccoceecvenercienenceeneeneencene 75
2.5 Crystalline and Ordered Nanoporous Adsorbents and Catalysts.................... 76
2.5.1  Zeolite AdSOTDENLS .......coouirieriirieniieienieeieniieteeeeteeet et 76
2.5.2 Mesoporous Molecular Sieve Adsorbents.........ccccceevvevcierriienieniennne. 78
2.5.3  Zeolite CatalystS.....cceevuerriieriieiieniieeiteete ettt ettt et 79
2.5.4 Pillared Clay CatalystS.......cccueeveeriirrieniieiniienieenieesieeniee e seesnee s 79
2.6 Ion-Exchange Crystalline Materials.........ccccccoveerieriiienieniieenieeneenie e 80
2.6.1  ZEOIIES ..ttt 80
2.6.2  HYdIOtaICILES ...eevuveerierieeieeriieeite ettt ettt sttt ettt e e s 81



Contents

Chapter 3

2.6.3  THEANALES .ottt sttt ettt st 82
2.6.3.1 Alkali Metal Titanates..........ccccceveevuirienieneeneeieeceenene 82
2.6.3.2  Titanium SiliCALES .....coceveruirrerienieieiereeeeeieeeceeee e 82
2.6.4  Zirconium PhoSphates........cccceceevererinienieninienienenieieeeeeeeeee e 83
2.7 Amorphous Silica Adsorbents and Catalytic SUPPOITLS ......c..coevveverererrerennns 84
2.7.1  AmOrphous SIliCa....c..ccuevverieiiiririnineneseetesere et 84
2.7.2  Amorphous Silica as Adsorbents and
CatalytiC SUPPOILS ......oouieiiiiiiieieie et 86
2.8 Active Carbon and Other Carbon Forms as Adsorbents
and Catalytic SUPPOTLS .....coeeeruirrirereriintenententeteteteteteeeeereese s b sresaeseenes 86
2.9 POLYIMELS ..ot 88
2.9.1  INrOdUCHION .....ouiiiiiiiiiiiieieee ettt 88
2.9.2  POLyMET SIUCKUTE......coueeiiriieiieieeieeeete ettt 89
2.9.2.1 Linear or Chain Polymers........c..coccoevenievievinnnvenenicncnnenne. 89
2.9.2.2 Branched Polymers..........cccccoceeviniiiiiiiniiniiiciceceene 93
2.9.2.3  Cross-Linked POLymers ........ccccocevvevienienieiecieencnencncneenen 93
2.9.3  Furfural ReSINS.....c.ccceviririririinienenieectcteteteeeeeeeeee e 95
2.9.4  Coordination POLyMETS..........ccceeeririninenenieienieieeeeeeeeeeee e 95
REFETEIICES ...eviiiiieiieieeieee ettt sttt ettt 97

Synthesis Methods of Catalyst Adsorbents, Ion Exchangers,

and Permeable Materials.........c.cooiverienierieieniiieieieinieceeeeeee st 103
3.1 INErOQUCLION ...viiiiiieiieiiieeic ettt 103
3.1.1 Nucleation and Growth: Johnson—-Mehl-Avrami Equation............. 103

3.2 Methods for the Preparation of Metallic-Supported Catalysts ...........c..c...... 105
3.2.1 Deposition of the Active COMPONENL ........cceeruerieereenieeienieeieneeeenne 105
32.1.1  IMPregnation........c.ccoeeeeeereeienereeneeienieeienieeeesieeeeseeens 105

32.1.2  Grafting .eoeeeeeeeneeieneeienieee e 106

3.2.1.3  Precipitation........cccceveeeerieinienieiienieeiesieeesieee e 106

3.2.1.4 Bifunctional Zeolite Catalysts .........ccocereeererierenvenenene 107

3.2.1.5 Chemical Vapor Deposition..........ccccevuerierenienieneenenene 107

33

34

3.2.1.6 Case Study: Preparation of Ni Bifunctional Catalysts
Supported on Homoionic: Na, K, Ca, and Mg

CINOPLIOLLE ...ttt 108
Synthesis of Inorganic SOLIAS ........ccceeviiriiririeninieeeeeeeeeeeee 110
3.3.1  Solid-State Reaction Method ............ccceeevivieniinieneiieiiieieincncns 110
3.3.2  Solgel MethodOIOZIeS .......ccueeieriirienieiienieeienieetesitee e 111
3321  INtroduCtion .....c..ccuevveieieieieieiinieeeieere e 111
3.3.2.2  Pechini Method..........ccccoeinininiininiiiieicicicieeeeee 112
3.3.3  Solgel Route Based on the Hydrolysis—Condensation
Of Metal ALIKOXIAES.......couvuiriririinierienicieieceeieteeeeee et 112
3.3.4  Acetate Precipitation ........co.eevuereeeriineenieneenienieiesieeesieee e 115
Synthesis of Microporous Crystalline Materials..........cccccoceevenienenienenene. 116
34.1 Aluminosilicate Synthesis..........ccocereereriininienenieeneeeeeeeene 116
3.4.2 High-Silica, All-Silica, and Non-Aluminosilicate Zeolites
SYNERESIS. ..ottt 116

3.4.3 Hydrothermal Transformation of Clinoptilolite to Produce
Zeolites Na-X and Na-Y ......cccocevivirinineneniiicieieeeeeeeeeeeseenes 117



Chapter 4

Contents

3.4.4  Synthesis of MeAPO Molecular Sieves ........cccccceveveecvreevenenrcncnnens 121
3.4.5 Synthesis of Pillared, Layered Crystalline
Microporous Materials.........coceeevueerieriieenienienieeeeeee e 122
3.5  Synthesis of Ordered Silica Mesoporous Materials ..........ccccocevereervenieneennee. 124
3.6 Active Carbon and Carbon Nanotube Preparation Methods............cc.c.c...... 125
3.7  Membrane Preparation Methods ...........cc.coceiiiiiniiiiiiiniiccnecceeees 126
3.7.1  Ceramic Method........cocooviiiiiiiiiiiiiiiniceceeeeeee e 126
3.7.2  Template Leaching ........ccccocoeviiriiiiniiiiniiiiiiceeceeeeeeeeeee 127
3.7.3  Composite MemDbIanes............ccccecerieriirienienieieneereseeieeeeee e 128
3.8 Polymer SYNthesis .....c..cocevereririenieieiiieieteceese ettt 129
3.8.1  Step-Growth Polymerization..........ccccceeeeeeirerineneneneneneneniennens 129
3.8.2  Chain Reaction or Addition Polymerization .........c..ccccecevenerueuennene 130
RETEIENCES ...ttt ettt ettt et sae et eae e 130
Material Characterization Methods ........c..cccocecieinininininininciccciercceeeee 137
4.1 INEOUCTION ..ottt st 137
4.2 Application of XRD in Material Characterization.............cccceveevienueenuennenne 137
4.2.1 Bragg-Brentano Geometry Powder Diffractometer ........................ 137
4.2.2 Intensity of a Diffraction Peak of a Powdered Sample.................... 138
4.2.3  Qualitative Identification of Phases..............cccceeeeviieeiiieieiiieeeiieens 138
4.2.4  Rietveld Method.........ccccoveieiiieiiiiiiiinineseeeceeeeeeeeeeee e 139
4.2.5 Quantitative Phase Analysis........cccceoeeririeniinneniennenienenieeseene 141
4.2.6  Lattice Parameter Determination..........ccecceceeevenerinenenenennennene. 144
4.2.6.1 Examples of the Use of Lattice Parameter
Determination in the Study of Materials...........cccccueuneene. 147
4.2.7  Scherrer—Williamson—Hall Methodology for Crystallite Size
Determination.......cc.ccueieiriririninenesteeseesreteteeeeeree et 147
4.3 EleCtron MICIOSCOPY ...ceerveeruerueerieniieienitetentteiestteteeseeniesieestessteseesaeesaeeseenees 148
4.3.1  INtrOAUCHION ....cuiiiiiiiriiitieieserteteetee ettt 148
4.3.2  Transmission Electron MiCroSCOpe..........ccecuevviririnenenenienieneenne. 149
4.3.3  Scanning Electron MiCTOSCOPE .......cceeruerieriirierienienenienenienieennens 150
4.3.4  SEM APPLCALIONS ..cuveeuvieieniiniieiieiienieeitenieete ettt sieens 153
4.4 Energy-Dispersive Analysis of X-Rays ......cccccoceviriieniiniininiiniiicieeienen 154
4.4.1  X-Ray EMISSION....ccoviriiriiieniiniieieeieieeteseeee et 154
4.4.2  Applications of Energy-Dispersive Analysis of X-Rays .................. 156
4.5 Infrared and Raman SPectrometries ..........cevueveeruereenieneenenienienienieeee e 157
4.5.1  INtrOAUCHION ....cuiiiiiiiiriiititesierteteeeee ettt 157
4.5.2 Differences and Similarities between IR and Raman
Phenomena ........c..ccecueieiiinininineneseeeeee et 158
4.5.3  Molecular VIDrations..........cccceceeceeerireninenienienienieneeiereeeeeeeeenens 158
4.5.4 Dipole Moment and Polarization ...........c..cecceeveereniencnnienenienennens 159
4.5.5 Types of Transitions between States .........ccccoeceevereeneneenenienennns 160
4.5.6 IR and Raman Transition Probabilities............c.cceccovevevienievinnncnnens 162
4.5.7  Selection RUIES ........ccceririiiiiniiiiiiieicinceeeeeeeee e 163
4.5.8 Simplification of the Molecular Vibration Analysis .......c..c.cccceeuuee 165
4.5.9  InStrumentation .........cccccevevuevueierieieieeieene sttt eneeneas 166
4.5.9.1 Fourier Transform Infrared Spectrometer........................ 166
4.5.9.2 Conventional Raman Spectrometer ...........c.cceceveeeenuennee. 167

4.5.9.3 Fourier Transform Raman Spectrometer.............c..c........ 167



Contents

Chapter 5

4.5.10 Applications of Fourier Transform Infrared Spectroscopy

and Raman Spectroscopy in Materials Science.........cc.ccccceeeuenne.
4.6 Nuclear Magnetic Resonance Spectrometry ........c..coccevevervenrerieneneeneeeennens
4.6.1  INrOAUCLION ...ouviiiiiiiieiie ittt ettt
4.6.2  NMR SPECLra......cooiiiiiiiiiiiciceeeeeeeee e
4.6.3  Chemical Shift.......c.coceririinininiiiiieeere et
4.6.4  Spin—Spin COUPLING ..c..covevveriirieieieieinieer ettt
4.6.5 Magic Angle Spinning-Nuclear Magnetic Resonance.....................
4.6.6  Applications of MAS-NMR ......c.ccceverimininininineneieieeeeneneenens
4.7  Thermal Methods of ANALYSis.......cccoeeeriirieriieieieereee e
4.7.1 Differential Thermal ANalySis ......cccccverieeieriiriereriene e
4.7.2  Thermal Gravimetric Analysis........c.ccccevereririrenenienreneeneeenenennens
4.7.3  Differential Scanning Calorimetry ........ccccecceveeererenenenenenuennences
4.7.4  Temperature-Programmed Reduction.............cceevveererieneneenennnnne
4.7.5 Temperature-Programmed Desorption .........c..ceccveeeevvervenieceeeecenens
4.7.6  Fourier Transform Infrared-Temperature
Programmed DesSOorption ..........ccceeueecierierienienieeiere e
4.8  Dielectric Analysis Methods .........ccccoeveevirirrininiineninineseseseneseeeeeeeneen
4.8.1  INrOAUCLION ...oouveiiiiiiiiiieeieeeteee ettt et
4.8.2 Thermodielectric ANalyZer ..........cccocecivievinieniiieniiiceneeieeees
4.8.3 Thermodielectric Analysis.......c..cccceeveeeiieiiiriiiieeniiieneeeneeeeseenens
4.8.3.1 First Effect in TDA ....cccccooiiiiiniininneecreneeceenee
4.8.3.2  Second Effect in TDA......cccccccoeviinnninininneneceeneee
4.8.3.3 Third Effect in TDA .....cccoeiiiiiniririnneeeeneneeceenee
4.8.4  DielectriC SPECtIOSCOPY....eeververeriereieneeiteierieriestesieseeeresseneesaenseneenees
4.9  MOSSbaUET SPECIIOMELTY ....c.eeeuveiieiieiieieieereie ettt
4.9.1  INrOAUCLION ...oouveiiiiiiieiieeiee ettt et
4.9.2  MOossbauer SPECIIOMELETr .......c..cocuevuieiiriieriineeee e
4.9.3  Hyperfine INteractions.........ccccovevuevueiereeirenereneneneeeeseseeseeneeneenee
4.9.3.1 Chemical or Isomer Shift........cccccecerververirinienenencnenenee
4.9.3.2  Quadrupole Splitting .......c.cccceceeverererrererinenenenreeneenen
4.9.3.3  Magnetic SPItNG .....cccecvevvereeieieenineneneeene e
4.9.4  Applications of 3’Fe Mossbauer Spectrometry.........c.cccceeerveervenenn
4.10  Mercury POTOSIMELTY......c..cccirieiiiiiiieiieiecieeeeeeee e
4.11 Magnetic Force in Nonuniform Fields: Phase Analysis Method ..................
RETEIENCES ...ttt ettt ettt e
Diffusion in Materials ........c.cooevererierieiieniiiiieeereeeeeeeeeee e
5.1 INEOAUCHION ..eeiiiiiiiicrccteesccee ettt e
5.2 FICK S LAWS wevviiiiiieeeieee ettt e et e eeaaae e e e e saaane e e s senaes
5.3 Thermodynamics of Irreversible ProCesses ...........cccvverireneneniecieniennenenene
5.4  Diffusion COETfICIENES ......ccvevveieiieieiiiiieieirereeeeeeee e
5.4.1 Tracer-Diffusion Coefficient and Self-Diffusion
COCTIICIENL ...t
5.4.2 Intrinsic Diffusion Coefficient: The Kirkendall Effect....................
5.4.3 Interdiffusion or Chemical Diffusion Coefficient............cccceceeunen.
5.5  Microscopic Description of Diffusion..........cccccecevivirininencnicnienienieinennn.
5.5.1  INtrOdUCHION ...couviuieiieiieiiiiitcetetere ettt st

5.5.2 Random Walker in One DIimension .........ccccveeeeeeevveeeeeieiiieeeeeeeeinnens

Xxi



xii

Chapter 6

Contents
5.5.3 Fokker—Planck EQUation ............ccccoceeviiniiiininiininieicieeeeee 228
5.5.4 Diffusion Mechanisms in Crystalline Solids .........cccccecervervenvcncnnns 229
5.5.4.1 Vacancy Mechanism..........coccecerenenrenienieneeieienenenencnnns 230
5.5.4.2 Interstitial MechanisSm.........cccocoeivviiiniininiinnicnennn, 231
5.5.5 Random Walker in a Cubic Crystalline Structure ..........c.ccceceeueee. 232
5.6  Some Diffusion Processes in Metals..........cocceveririineneneniencneneeieeeenennenne 234
5.6.1 Hydrogen Diffusion in Metals........c..cccceverenenenienenienienieeeinenennens 234
5.6.2  Formation of a Surface Fe—Ni AllOY.......ccccoevvevienerirvincieenincncnnns 235
5.6.3  Effect of the Diffusion of Fe in a Fe—Ni Alloy during the
Oxidation of the Alloy with Nitric OXide ........ccccoeevevveneevencencencnnen. 239
5.7 Diffusion in OXIdes .......cocevverieieiienieiiinenieercneeeereeeteteeeeee et 240
5.7.1 Defect Chemistry of OXides........ccceerererererienrenuenieeereeeenenenennens 240
5.7.2  Oxygen Transport in OXIides .......ccccoceverererienienienieniereeeeeeneeeenens 243
5.7.3  Defect Chemistry in Proton-Conducting Perovskites ...................... 245
5.74  Proton Transport Mechanisms ...........ccccoceevirienininieninienieienene 246
5.7.5 Band Structure of Proton-Conducting Perovskites ............c.cccceeue. 247
5.7.6  Proton Transport Mechanism in OXides ..........cccceevuecvereeccrenrcncnnns 247
5.7.7  Absorption and Diffusion of Hydrogen in Nanocrystals of the
BaCe 45 Yb, 1s05_s Proton-Conducting Perovskite..............c.cccee.e. 249
5.8  Diffusion in Porous Media ........ccccoeevrirereniniininiineneneeneeecieeeeeeeeenee 254
5.8.1 Transport Mechanisms in Porous Media .........ccccocecueeeerenienncncnnens 254
5.8.2  Viscous versus Knudsen FIOWS ..........ccccocooiiiiiiiiniiniiiceee 256
5.8.3  Viscous Flow in a Straight Cylindrical Pore..........cccccccecervenveninnns 257
5.8.4 Knudsen Flow in a Straight Cylindrical Pore ..........cccccccecevvenvcninnen. 257
5.9 Diffusion in MICTOPOTES ......cc.ccverueieueeirieiiniincrientesreseeseeteeeeeneeteneeneeae e 258
5.9.1 Mechanism of Diffusion in Zeolites ..........coceeveveeruerercerreererenrenennens 258
5.9.2  Single-Component Diffusion in Zeolites ........c..ccceevererererenenuennne 263
5.9.3 Two-Component Diffusion in Zeolites ..........ccceerervevuereeneeencenennns 269
REFETEIICES ...ttt ettt 271
Adsorption in Nanoporous Materials............cceveeveeuerierieieininineneneseneseeseenenens 275
6.1 INEFOAUCHION ....viiiiiiiiiecieciceseeeceeet et 275
6.2 Definitions and Terminology ..........cceceeveererrerienenieienieneetee e 275
6.2.1  Some Definitions .......ccceeeririinienienieieieieieiee e 275
6.2.1.1 Adsorption and Desorption............ceeeeeerereenerieneneennn. 275
6.2.1.2  POT@ SIZE ....couiiuiiiriiiieiiiesiesieicteeeeeeeeeee et 276
6.2.1.3  Adsorption Space Filling........cccceceeviniininencnienenienene 276
6.2.1.4 Dynamic AdSOIPLion .......cccceeeevuereerieneeneneenienieeneenens 276
6.2.1.5 Adsorption ISOtherm........c.ccceceeverieninnniniencnieenieene 276
6.2.1.6  Physical and Chemical AdSOrptions.........c.cceceevervenuennnes 276
6.2.1.7 Mobile and Immobile AdsOrptions..........ccccceceererueruennnes 276
6.2.1.8  Monolayers and Multilayers ..........c.ccoocereeereneencneenennens 276
6.2.1.9 Parameters Characterizing Porous
AdSOTDENLS ...ttt 276
6.2.2  Magnitude of AdSOIPLioN ........ccceevuirieriiriieniiienierieeeeeeeeee e 277
6.3 Adsorption Interaction Fields ..........ccccooirieniniininiiniiieiceceeceeeen 278
6.4  Measurement of Adsorption Isotherms by the
Volumetric Method..........cccoiviiiniiniinienieicicicieeeeteeee e 282
6.5 Thermodynamics Of AdSOIPHION .....cceeruiriiririeniieienieeesieeeeee e 283
6.5.1 Isosteric and Differential Heats of AdSOrption ..........cccceeeevveveenene 283

6.5.2 Calorimetry of AdSOIPLiON .......ccccveeierieriiriiienieieniieeseeeeeeieee 285



Contents

Chapter 7

xiii

6.5.3  Some Relations between Macroscopic and Microscopic

Adsorption Parameters..........c..ceceeieiiiniiiiiniiniie e 288
6.6  Systems for the Automatic Measurement of Surface Area

and Porosity by the Volumetric Method............c.cccooviiiiiiiiiiiiniiiieee 290
6.6.1  EQUIPIMENT ..ceiiiiiiiieiiieiececeene sttt 290
6.6.2  Porous Material Characterization by Adsorption Methods ............. 290
6.7 AdSOrption in ZEOLILES ......c..eeverreruerueieieieeeieeerieetese ettt 291
6.7.1  INErOAUCHION ...ttt sttt 291
6.7.2  Some Examples of Adsorption Systems in Zeolites .........cc.cccceuene. 292
6.7.3  Determination of the Micropore Volume............ccccccecvevveerunvencnnens 292
6.7.3.1 Dubinin Adsorption Isotherm Equation...........ccccccceuenue. 292
6.7.3.2 Osmotic Adsorption Isotherm Equation..........c..ccccoueueee. 294

6.7.3.3 Langmuir-Type and Fowler—Guggenheim-Type
Adsorption Isotherm Equations..........ccccoeeveeveeencrcnennene 295
6.8  Adsorption in Nanoporous-Ordered and Amorphous Materials................... 297
6.8.1  Mesoporous Molecular SIEVES...........cecerererienrenieneniereieeeenenennens 297
6.8.2  AmOrphous SiliCa......cccurceriririririinierienieeeieeeeeeeese e 298
6.8.3  Adsorption in Active Carbon and Carbon Nanotubes ..................... 300
6.8.4  Determination of the Specific Surface of Materials .........ccccccceuennee. 301

6.9  Howarth-Kawazoe Approach for the Description of Adsorption in
Microporous Materials for the Slit, Cylindrical, and Spherical Pore

GEOIMEITIES. ...ttt ettt e 303
6.10  Adsorption from Liquid SOIUtIONS......cc.ccuevueieiririneriinrineneecreieeeeeieeaee 310
6.10.1  INtrOAUCHION ...ttt sttt ettt 310
6.10.2 Isotherms for the Description of Adsorption from Liquid Phase..... 310
6.11 Dynamic Adsorption: The Plug-Flow Adsorption Reactor............ccccceueeee. 312
6.11.1 Dynamic AdSOTPLON .....c..ccueveruirirerininenententeneentetereeeeeeeeeeenens 312
6.11.2 Plug-Flow Adsorption Reactor Model...........ccccoccvvevenienienenincenennens 314

6.12  Some Chemical, Sustainable Energy, and Pollution Abatement
Applications of Nanoporous AdSOrbents...........ceceevererrereenienvenrenieneerenrenennens 317
6.12.1 Gas Separation and Cleaning ............ccceeeeeeeerrerrerenrerenenerenenennens 317
6.12.2 Hydrogen StOTage .......c.ceceevereruerererenienenententeeeeeeeeeeeneeesesieneens 321
6.12.2.1 Hydrogen Storage in Zeolites ........ccceoverueeeerreeererrenennens 321

6.12.2.2 Hydrogen Storage in Mesoporous Molecular
Sieves and Pillared Clays.......c.ccocevervenevenieneccnencncnnenne. 322
6.12.2.3 Hydrogen Storage in SiliCa ......c..coceevevuenvereeieneeeeercncnnens 322
6.12.2.4 Hydrogen Storage in Carbon-Based Adsorbents.............. 324
6.12.3 Methane Storage in AdSOTDENLS ........ccceeerververvenieneeeeieieeeenenennens 325
6.12.3.1 INtroduction .........ccccceeveeeeerinerenineneneereseseseeeereeeneen 325
6.12.3.2 Methane Storage in Carbonaceous Adsorbents................ 326
6.12.4 Water CIEaning.......cccceveeveruerientenienieieieteeeteeeeetene s eresreseesaessennens 327
6.13  Porous Polymers as AdSOrbents...........c..coccecerieiiriieniiniiniiieeeec e 329
6.13.1 Porous and Coordination Polymers.........c..cccceevvenievienienieneninccncnnns 329

6.13.2  Applications of Porous Polymers and Coordination Polymers in

AdSOrption ProCeSSes ........coeeiiiuiiiieiiiiiiieiiceeee e 331
REFETEICES ...nveneiiiieieeiieite ettt 333
T0N EXCRANGE ..ottt 339
Tl INEOAUCHION ettt 339
7.2 Aluminosilicate Zeolite Ion EXchangers..........coccoeeevevienienieiecieiieninenennnn. 339

7.3 Some Definitions and TEIMS ...cc.vvviiiiieiiiiiee e e e e e 340



Xiv

Chapter 8

Contents
7.4  Thermodynamics of Ion EXchange........c.ccccccueeieveriniinininencninicncniceieene 342
7.5  Rules Governing the Ion-Exchange Equilibrium in Zeolites........................ 344
7.5.1  Regular SyStemS........cccoeviiiiieiiiiiieieieeeeereeeeee e 344
7.5.2  Space Limitations and Molecular Sieving .........ccccceeveveereevencencnnens 344
7.5.3  Irregular SYStEIMS ......cceeviiriieiiiriieieieeeereee e 345
7.54  Systems with Phase Transformations.........c.ccecceeveevecvenevenvenvencnnens 345
7.5.5  EleCtroSelectiVIty ....c.ccoeeverueruenierieieieieieeetee et 345
7.5.6  Effect of pH of the Electrolytic Solution on the
Ion-Exchange Process ...........cccovecieiinieienieiiniecsecececeeeeene 345
7.6 Ton-Exchange Heat ............cocoooiiiiiiiiiiiiiicceee e 346
7.6.1 Ion-Exchange Heat Measurement ............cccccecuerueevenieecueneesieneennenne 346
7.7  Ion-Exchange Selectivity in Zeolites.......cccecerveruirinerenrenienienieieieeeeneenenne 349
7.8 Ion-Exchange KiNetiCs ..........cceveveririerienienieiiieieineneeieeese et 350
7.8.1 Interdiffusion in the Adhering Liquid Thin Layer as the
LImiting SteP...cccooiiiiiiiiiieieeeeeeee e 350
7.8.2 Interdiffusion of A and B in Zeolite Crystals
as the Limiting SteP .....ccuecveiriririnininineseseeeetesceeteeee e 352
7.8.3  Experimental RESULLS ......c.coevvevieniiieiiieinineieeencneeveeseseeene 353
7.9  Plug-Flow Ion-Exchange Bed Reactors.............cccccoeiviiiiiiiiinininiiiiienn, 353
7.9.1  INErOdUCHION .....ouviiiiiiiiiiiieecie ettt 353
7.9.2  Parameters for the Design of a Laboratory PFIER......................... 355
7.10 Chemical and Pollution Abatement Applications of Ion Exchange
IN ZEOLILES ..ot st s e 355
7.10.1  INtroduCtiON .....cc.coeeciiiiiiiiiiiiiieieeee e 355
7.10.2 Heavy Metal Removal from Wastewater .........c..coccceeeveveeervenvencnnns 356
7.10.3 Recovery of Ni?** from the Waste Liquors
of a Nickel Production Plant............ccccceeevreninicninienienencncnieneene. 361
7.10.4 Municipal Wastewater Treatment.........c..coevverveveeneeeeerreeenenienennens 361
7.10.5 Radioactive Wastewater Treatment.............coeeveevereeeeereeeerenrenennens 362
7.10.6 Catalytic Effect of Proton Exchange in Natural Zeolites
in Biogas Production During Anaerobic Digestion.........c..cccccueueeee. 363
7.10.7 Zeolite Na-A as Detergent Builder...............c..coccooiiiininiinnnnnne. 364
7.10.8 AQUACUILUTE ... 364
7.11 Applications of Other Crystalline Inorganic Ion Exchangers..........c........... 365
7.11.1 HydrotalCites .........coceeeiieieriiiiiiiiiieneeeertee e 365
7.11.2  Sodium Titanates..........occevuievierieienieieriereneerese e 366
7.11.3  Titanium SilCALES. .....cecueeriririrenerentententesteteteeeeeeeeeee e 366
7.11.4 Zirconium PhoSphates.........c.coccevererirenerinenenienieiereeeeeeeeeeenens 367
7.12  Ion-Exchange Polymeric Resins........cc.cocvererieriniinenenienienieecieieeeeeeenenne 367
7.12.1 General Characteristics of Ion-Exchange Resins...........cccccceeceeuenen. 367
7.12.2 Ion-Exchange Resin SWelling ........c.cccceoeverirerinenienenenenenenienens 368
7.12.3 Applications of Ion-Exchange Polymeric Resins........ccccceevueieunee 370
REFETEIICES ...nveneiiiieiieiieitec ettt 371
Solid-State ElectroChemISIIY ......cc.eevierieirieniieienieieeteieetese ettt 375
8.1 INIrOQUCLION ....oveiiiiieiieiiiieic ettt 375
8.1.1  Batteries and Fuel Cells.........ccccceeviririnininiininiinieniccicieeeeeee, 375
8.1.2  Types of Fuel CellS......ccccueiiriiiiiiiiiieieieieteeeeeeee e 375
8.1.2.1 Polymer Electrolyte Fuel Cell..........cccccccevenieniniinennnne. 376
8.1.2.2  Alkaline Fuel Cell .......cccccoviririnininiincicicieicecee, 377

8.1.2.3  Phosphoric Acid Fuel Cell.........ccccooceriinininniniiiinieee 378



Contents

Chapter 9

XV
8.1.2.4 Molten Carbonate Fuel Cell..............cccoceviniininiinnnnnnns 379
8.1.2.5 Solid Oxide Fuel Cell ........ccocevevirinienenieicieiececeeenn 380
8.2 SOlid EIECLIOLYLES. .....eoviiieiiriieiieieeeiee ettt 380
8.2.1 Defect Concentration in Ionic Compounds........c..ccccevevvevecrenennenn 381
8.2.2  Unipolar Ionic Conductivity in Solids.......c..cccevverererenreneeneeenennenn 381
8.2.3  Examples of Unipolar Cationic Conductors............ccccecueueererennenn 384
8.2.4  Anionic ConduCtOrS..........cceeieriieiiniieienieienteee et 385
8.2.5  Proton Conductors........c..ccceeieiiriiriieieieiene e 385
8.2.5.1  INtrodUCHION .....coveveieieieieieieieeceeeteeese ettt 385
8.2.5.2 Conductivity in Proton Conductors ..........c.cceceeveveeueeuennene 385
8.2.6  Oxide ConduCHON. .......cccuermieiriiieriiieteeieeeeee et 386
8.2.6.1 Oxygen Conductors ..........ccccecerererinrerereneenreeeeeeeennenne 386
8.2.6.2 Conductivity in Oxygen Conductors............cccceuereeeeuennenn 388
8.2.7  Zeolite EIECIIOLYLE ....c..coveiieiiiiiieiieieeecieeece e 389
8.3  Thermodynamics of Electrochemical Processes..........c.ceccevevereninieneneennenn. 392
8.4  Kinetics of Electrochemical ProCesses .........ccccouevveerirerineneneniinienneneenenn 393
8.4.1  Overpotential.........ccccocueviirieiiiiiiinieiecece e 393
8.4.2  Activation Polarization..........c.cccceceeverirenienerineneneneieeeeeeeeeee 394
8.4.2.1 Tafel EQUAtiON.....cc.ccevieiriririninencntieteneeseeteteeeeenenene 394
8.4.2.2 Calculation of the Transference Coefficient ..................... 395
8.4.3  Ohmic Polarization .............cccecevieiinieniiienieieneeeeseeeeeeee e 398
8.4.4  Concentration Polarization.........cc.cccceceverererenenienieneenenencneeennenne 398
8.5  Fuel Cell EffiCienCy ....c.coceeuiriruiriinienienicieietcicteteeeie et 398
8.5.1  Polarization CUIVE........cccecueiriririrenerientenienieneeteteeeeeeeie e 398
8.5.2 Thermodynamic Efficiency of a Fuel Cell.........c..ccccocevveninenencnnns 399
8.5.3  Electrochemical Efficiency of a Fuel Cell..........c.coccocevenininencnnns 400
8.5.4  Efficiency of an Internal Combustion Engine..........cccceccoverinencnnene 401
8.6  Electrochemical Impedance SPectroSCOPY ........ccceeeerervinrenvenveveveeecenennes 401
8.6.1 Impedance ANALYSIS ......ccoceoevieriririeririnenententereeeeeteeee e 401
8.6.2  Dielectric Spectroscopy and Impedance Spectroscopy ................... 402
8.6.3  Equivalent Circuits for Electrochemical Cells.........c..ccccoerenuenennene 404
8.6.4 Methods for the Representation of Impedance

Spectroscopy Data.........ccooiiiiiiiiiiiiiie e 405

8.7  Sustainable Energy and Environmental Sensing Technology
Applications of Solid-State Electrochemistry .........cocceevvervenverveneeneeencenennns 407
8.7.1  Solid Oxide Fuel Cell Materials and Performance ............ccccc.c...... 407
8.7.1.1  EleCtIOLYLe. ..o 407
8.7.1.2 SOFC Cathode Materials and Performance...................... 408
8.7.1.3  SOFC Anode Materials and Performance...........c........... 409
8.7.1.4  INErCONNECES.....cc.eecuiruieiiriieiirieeieneeeee e 410
8.7.1.5 SOFC Fuel Processing...........cccccecereevuenieceneecieneeneenenn 410
8.7.2  Polymer Electrolyte Fuel Cells............cccoceovininiininniniiiiniiiene 412
8.7.2.1  EIECIOLYLe. ..o 412
8.7.2.2  EleCtrodes ......cccoieiiriieiiiiiciiiieieceeeceee e 413
8.7.3  Zeolites as Solid Electrolytes in Batteries..........ccccocevereruenrenuenenene 413
874 SENSOTS ...couiiiiiiiiieeceeeee ettt 414
REFETEIICES ...ttt ettt 416
Heterogeneous Catalysis and Surface Reactions ............ccceceveevinieniniencnnenennne, 421
9.1 INEFOAUCHION ..uviiiiiiiiiecie et 421
9.2 General Properties of Catalysts.......cocceouererrieneriienieiinieieneeeeeenie e 421



XVi

9.3

9.4

9.5

9.6

9.7

9.8

9.9

Contents

Crystalline and Ordered Nanoporous Heterogeneous Catalysts................... 423
9.3.1 Acid Zeolite Catalysts: Bronsted Type.........cccceeevcieninieniniineenene 423
9.3.2  Bifunctional Zeolite Catalysts........c..cecerrererrerrereneneenreneeeeenenennens 425
9.3.3  Acid Zeolite Catalysts: Lewis TYPE .....cocevvereervenienueerniiieeeenencenns 425
9.3.4 Basic Zeolite Catalysts .........cccerievirieniiriieniiieeeieecreseeeeeeeeene 425
9.3.5 Catalysts Obtained by the Isomorphous Substitution

Of T AN ZEOIILES ..ttt 426
9.3.6  Pillared Clays ........ccccceuieieniieiiiicieeeeeeee e 426
9.3.7  Mesoporous Molecular SIEVES...........ccccereeruirienerienienieieneeeeeene 428
Amorphous, Porous Heterogeneous Catalysts and Supports ..........c...c..c..... 428
9.4.1 Amorphous Acid Silica—Alumina........c..coceeevererenieneneneerenenennens 428
9.4.2  Metallic Catalysts Supported on Amorphous Materials.................. 429
PhotoCatalySts.....c..cocveruiiiiiiiieiiceee e e e 430
9.5.1  INrodUCHION .....c.eiuiiiiiiiiiiieicii et 430
0.52  Titanium OXIde ....cceecveveruiriririireneriintesenestetesteseeeereeeeeeee e enens 430
9.5.3  Other Photocatalysts.........ccccocueruieiinieninieienicieceereseeeeeeee e 431
Kinetics of Surface REaCtioNS .........cocceereruerienienieiieieineneneneercseseeneerenene 431
9.6.1  Steps in a Heterogeneous Catalytic Reaction.........c.cccceceeceeererncnen. 431
9.6.2  Reaction Rate .........cccceeriririinienienicicieiceeteeeeeese e 432
9.6.3  Unimolecular DecompoSItion ...........cccceerverienvenienieeenienieeeeneeeenens 433
9.6.4  Calculation of the Adsorption Enthalpy of n-Paraffins in

Nanoporous Crystalline and Ordered Acid Catalysts, and Its

Relation with the Activation Energy of the Monomolecular

Catalytic Cracking Reaction .......c..c.ccoceeerenenienienienieinieecnencncnans 435

9.6.4.1  INtroduction .........cccccueveieerireririnenereeresese e 435

9.6.4.2 Unimolecular Catalytic Cracking........c.ccccecuevueererrercnnns 436

9.6.4.3 Calculation of the Adsorption Enthalpy .........c.ccccoveneeee. 436

9.6.4.4 Calculation of the Activation Energy .........cccccoeeveveenen. 438

9.6.4.5 Numerical Evaluation of the Model...........cccccceceevercencnen. 440
9.6.5 Bimolecular Reaction..........ccceceeverirerinerininenienieieeieeeeeeeeenens 441

9.6.5.1 Langmuir-Hinshelwood Mechanism ...........cccccecevvercnen. 441

9.6.5.2 Eley-Rideal Mechanism..........ccccoevvevenenienienenenncniennenne. 442
9.6.6 Composite Mechanism Reactions ...........ccccoeevevvenieeeceenieenrenrencnnens 443
Examples of Surface Reactions..........cccceceeererinincnenienienienieeeiececnencnaens 444
9.7.1  Reaction between Nitric Oxide and the Surface of Iron.................. 444
9.7.2  Reaction between Carbon Monoxide and the Surface

OF NICKEL ...t 447
Packed Bed Plug-Flow Catalytic Reactor..........ccccecevevvivienienienieieceencncnnns 449
9.8.1 Laboratory Scale Reactor...........ccccoceeviriiiiniininiiiinicieeeeeeee 449
9.8.2  Equations Governing the Plug-Flow Packed Bed Reactor............... 450
9.8.3  Solution of the Governing Equation for the First-Order

Chemical REACHION .....c..ccueuieiririniriiniinenesteteteeeeeeeeeie e 451
9.8.4  Steps in a Catalytic Reaction in a Packed-Bed Reactor................... 452
Chemical, Sustainable Energy, and Pollution Abatement Applications
of Heterogeneous Catalysts ........c.cecererirererenienienenieniesieeeeeeeeeeeesenennens 453
9.9.1 Ammonia Synthesis .........cccceeiriiiiiiiiieicee e 453
9.9.2  Catalytic Cracking of Hydrocarbons..........c.cccecueverererenenenrencnnens 454
9.9.3  Decomposition of Ammonia for Hydrogen Production

and Other ApPliCAtIONS ......c.ccceecererirerinineneneereneneeteteseeeenenene 454

9.9.4  Fischer—Tropsch SYNthesis .......ccccoeevevienieiriinnenienineneseseneneeienene 455



Contents

Chapter 10

9.9.5 Water—Gas Shift Reaction for Hydrogen Production

and Other APPlICALIONS ......c.ceceeereririerinineneneeteneneesreteneeeenenene
9.9.6  Ethanol Dehydration ............ccccocceviiieiiiiiiniiieiiceeceseeeeeeee
9.9.7  OXidation Of CO ....ccceiruieiiieieeeiee ettt
9.9.8 Water Treatment by Heterogeneous Photocatalysis ...........cccccceueene
9.9.9  Other Sources of Activation of a Photocatalyst
Mechanical ACHVALION ......ccueeveeeieieeeieieeeieieecesee et see st eaens
9.9.10 Hydrogen Production by Photocatalytic Water Splitting .................
9.9.10.1 Solar Water Splitting with Quantum Boost.....................
9.9.11 Hydrogen Production by Steam-Reforming of Ethanol....................
9.9.12 Porous Polymers as Catalysts.........c.cccceveerueriieninieniniieneeieneenene
RETEIENCES ...ttt ettt et ae et nees
MEMDIANES ......coviiiiiiiiieiiiiceieete ettt st s nene
10.1 INErodUCHION ....veiiiiiiieieeteetecteee e et
10.2  Definitions and NOMENCIALUTE........c..cceeiririririiniinienieierereeereeee e
10.2.1  Some Definitions ........cceevevueieieieiiinininesie sttt
10.2.2  Membrane Unit.........ccoceouivierienieieieieieinenesierereeceeneeeneeeene e
10.2.3 Permeance and Permeability ...........ccccovcerveninnencnnenieienecieenn
10.2.4  SElECHVILY .eoverireieiiieiieiieteete ettt ettt
10.3 Permeability in Dense Membranes ............ccoceeceveeneneeneneeneneenenienenens
10.3.1 Hydrogen Transport in Metallic Dense Membranes......................
10.3.2 Hydrogen Permeation in Oxide Ceramic Membranes....................
10.3.3  Permeation in Dense Oxide Membranes............ccccceveeveveeeeruennnn
10.4 Permeation in Porous Membranes............ccccocceirenienienienienienieeeieieeeenen,
10.4.1  INtrOAUCHION ....oviviiiiiiriiiiieieierteeeteeeeee ettt
10.4.2 Transport Mechanisms in Porous Membranes .............cccceceeeenenne
10.4.3  Viscous and Knudsen FIOWS.........c.ccccoceeininininiencncinieineeennenn,
10.4.4 Darcy’s Law for Viscous FIOW ........ccccoocevviininiiniinieninieeeieee
10.4.5 Darcy’s Law for Knudsen FIoW ..........ccoccoviniiiiniininiiiiicicene
10.4.6  Transport in Zeolite MemDbIranes ...........cecceveevuereenienieesieneenueneenns
10.4.7  Zeolite-Based Membranes............cccecueeeeeeerenenienenenienienieneenenens
10.4.8  Permeation Flow in Zeolite Membranes ............cccccceeeveveeeeeuennenn
10.5 Zeolite-Based Ceramic Porous Membrane ...........ccccocoeeverenenienienieniennenens
10.5.1  Carbon Dioxide Permeation in a Zeolite-Based
Ceramic Porous Membrane ...........cccoeeveceeieininincncnieneneneennn
10.5.2 In Situ Synthesis of an AIPO,—5 Zeolite over a Ceramic
Porous Membrane..........c..coeeveeveieieininineneneeieeeeeneeeeeeeee
10.6 Chemical, Sustainable Energy, and Pollution Abatement Applications
of Inorganic MemDIANEs ..........ccceevuieuieniirienieieneeese et
10.6.1 Hydrogen and OXygen Separations ...........ccocceeereervenveeruenreesueneenne
10.6.1.1 Hydrogen Separations..........c.ccecereeruenersieneesueneeseenneenn
10.6.1.2  OXygen Separations..........c.cceceeveereerereenereenieneenieseene
10.6.2 Catalytic Membrane Reactors .........c..ccoceeverernencinieneenieneeiencne
10.7 Examples of Polymeric Membranes............ccccecuereeveneenenieneneenenienennens
REfEICIICES.. ..ttt e

Xvii






Preface

Since ancient times, the development and use of materials has been one of the basic objectives of
mankind. Eras, that is, the Stone Age, the Bronze Age, and the Iron Age, have been named after
the fundamental material used by mankind to construct their tools. Materials science is the modern
activity that provides the raw material for this endless need, demanded by the progress in all fields
of industry and technology, of new materials for the development of society.

Metallurgy was one of the first fields where material scientists worked toward developing new
alloys for different applications. During the first years, a large number of studies were carried out
on the austenite—martensite—cementite phases achieved during the phase transformations of the iron—
carbon alloy, which is the foundation for steel production, later the development of stainless steel,
and other important alloys for industry, construction, and other fields was produced.

Later, the evolution of the electronic industry initiated the development of an immense variety of
materials and devises based, essentially, on the properties of semiconductor, dielectric, ferromagnetic,
superconductor, and ferroelectric materials.

In addition, until the second half of the twentieth century, the term ceramic was related to
the traditional clays, that is, pottery, bricks, tiles, and cements and glass; however, during the last
50 years, the field of technical ceramics has been rapidly developed, and firmly established.

At the beginning of the twentieth century, the first synthetic polymer, bakelite, was obtained and
later, after the First World War, it was proposed that polymers consisted of long chains of atoms
held together by covalent bonds. The Second World War gave a huge stimulus to the creation of
polymers, which firmly established the field of polymers.

However, important groups of materials cannot be studied in a single volume materials science
book. These materials include adsorbents, ion exchangers, ion conductors, catalysts, and permeable
materials. Examples of these types of materials are perovskites, zeolites, mesoporous molecular
sieves, silica, alumina, active carbons, titanium dioxide, magnesium oxide, clays, pillared clays,
hydrotalcites, alkali metal titanates, titanium silicates, polymers, and coordination polymers. These
materials have applications in many fields, among others, adsorption, ion conduction, ion exchange,
gas separation, membrane reactors, catalysts, catalytic supports, sensors, pollution abatement,
detergents, animal nutrition, agriculture, and sustainable energy applications.

The author of this book has been permanently active during his career in the field of materials science,
studying diffusion, adsorption, ion exchange, cationic conduction, catalysis and permeation in metals,
zeolites, silica, and perovskites. From his experience, the author considers that during the last years, a
new field in materials science, that he calls the “physical chemistry of materials,” which emphasizes
the study of materials for chemical, sustainable energy, and pollution abatement applications, has
been developed. With regard to this development, the aim of this book is to teach the methods of
syntheses and characterization of adsorbents, ion exchangers, cationic conductors, catalysts, and
permeable porous and dense materials and their properties and applications.

Rolando M.A. Roque-Malherbe

Las Piedros, PR, USA
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’I Materials Physics

1.1 INTRODUCTION

We discuss briefly some basic topics in materials physics such as crystallography, lattice vibrations,
band structure, x-ray diffraction, dielectric relaxation, nuclear magnetic resonance and Mossbauer
effects in this chapter. These topics are an important part of the core of this book. Therefore, an
initial analysis of these topics is useful, especially for those readers who do not have a solid background
in materials physics, to understand some of the different problems that are examined later in the
rest of the book.

1.2 CRYSTALLOGRAPHY

1.2.1  CRYSTALLINE STRUCTURE

An unit cell is a regular repeating pattern that pervades the whole crystal lattice. It is described
[1-6] by three vectors: @, b, and & (Figure 1.1), that outline a parallelepiped, characterized by six
parameters. These parameters are the length of the three vectors (a, b, and c) and the angles between
them (o, B, and ). Consequently, all the points that constitute the lattice sites are given by a set of
points, which starting from a reference point, are given by

R=mna+mb+nyc (1.1)

where n,, n,, n,;, are integers running from —eco to oo, for a limitless crystal. As a result of this, the
lattice is a set of points in space, distinguished by a space periodicity or a translational symmetry.
This means that under a translation defined by Equation 1.1, the lattice remains invariant.

If all the lattice points are positioned in the eight corners of a unit cell, then the unit cell is called
a primitive unit cell. However, often, for convenience, larger unit cells, which are not primitives, are
selected for the description of a particular lattice, as will be explained later.

It is possible, as well, to define the primitive unit cell, by surrounding the lattice points, by planes
perpendicularly intersecting the translation vectors between the enclosed lattice point and its nearest
neighbors [2,3]. In this case, the lattice point will be included in a primitive unit cell type, which is
named the Wigner—Seitz cell (see Figure 1.2).

A concrete building procedure in three dimensions of the Wigner—Seitz cell can be achieved by
representing lines from a lattice point to others in the lattice and then drawing planes that cut in half
each of the represented lines, and finally taking the minimum polyhedron enclosing the lattice point
surrounded by the constructed planes.

Till now, we have only considered a mathematical set of points. However, a material, in
reality, is not merely an array of points, but the group of points is a lattice. A real crystalline
material is constituted of atoms periodically arranged in the structure, where the condition of
periodicity implies a translational invariance with respect to a translation operation, and where
a lattice translation operation, T, is defined as a vector connecting two lattice points, given by
Equation 1.1 as

T =ma+mb+nc (1.2)
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FIGURE 1.1  Unit cell geometrical representation.

Until now, we have considered an infinite lattice, but a real
material has limited dimensions, that is, n,, n,, n; has boundaries.
However, an infinite array of unit cells is a good approximation
for regions relatively far from the surface, which constitutes the
major part of the whole material [S]. At this point, it is necessary
to recognize that a real crystal has imperfections, such as vacancies,
dislocations, and grain boundaries.

Since a lattice is just a set of points, we will need another
entity to describe the real crystal. That is, it is required to locate
a set of atoms named “basis” in the vicinity of the lattice sites.
Therefore, a crystal will be a combination of a lattice and a basis
of atoms. In Figure 1.3, a representation of the operation

lattice + basis = crystal

is given.

Wigner—Seitz cell

FIGURE 1.2 Wigner—Seitz cell
in two dimensions.

In order to systematize in a logical form the lattices that are compatible with a periodicity
condition, the French physicist Auguste Bravais, in 1845, demonstrated that the lattice points
in three dimensions, congruent with the periodicity requirement, are the roots of the following

trigonometric equation [2]:

L] b p L[] L[] [ ] [ ] O.
@)

L] a [ ] [ ] ® [ ] .

+ )

qQ ®

i [ ]
O

[ ] [ ] [ ] [ ] [ ] [ ] .

Lattice Basis

FIGURE 1.3 Representation of the operation: lattice + basis = crystal.
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R
0O 00 o0 4°
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TABLE 1.1
Description of the Seven Crystalline Systems
System Parameters Describing the Unit Cell
Cubic a=b=c;ou=B=y=90°
Hexagonal a=b#c;,o=B=90°y=120°
Rhombohedral or trigonal a=b=c;o=p=y#90°and <120°
Tetragonal a=b#c;o=p=y=90°
Orthorhombic azb#c;o=p=y=90°
Monoclinic azb#c,u=p=90%y
Triclinic a#b#c;o#B#=y#90°

sin? l:f’:l +sin? [nbn] +sin? [7‘;@} =0 (1.3)

where
€, M, and C are spatial coordinates related with an oblique three-coordinate axis system

a,b,and ¢ (see Figure 1.1) are the unit vectors of the coordinate system

Bravais then showed that in three dimensions, there are only 14 different lattice types, currently
named the Bravais lattices, which are grouped in seven crystal systems [1-3] (see Table 1.1).

Each lattice has an inversion center, a unique set of axes and symmetry planes, and there are possible
operations like rotation, reflection, and its combinations [1]. In a case where some symmetry operations
leave unchanged a particular point of the fixed lattice, they form a group called the crystallographic
point groups. In this regard, there are 32 point groups in three dimensions. Besides, the combination of
the point group symmetry operations with the translation symmetry gives rise to the crystallographic
space groups. In relation with these operations, there are 230 space groups in three dimensions [1].

Each crystal system is related with a parallelepiped whose vertices are compatible with the sites
of the corresponding Bravais lattice (see Figure 1.4) [1-3]. The parallelepiped is described with six
parameters, as was previously stated for the unit cell. The most symmetrical crystal system has an
essential symmetry, 4 threefold axes, and is named the cubic system. A hexagonal lattice is charac-
terized completely by a regular hexahedral prism, having a sixfold axes as the essential symmetry.
This crystal system is named the hexagonal system. The Bravais trigonal lattice is characterized by
a geometrical figure that results when a cube is stretched along one of its diagonals (see Figure 1.4).
In addition, a rectangular prism with at least one square face has a tetragonal symmetry, that is, a
fourfold axes as the essential symmetry, and is the basis of the tetragonal system. Stretching the
tetragonal prism along one of the axes produces the orthorhombic prism, having three orthogonal
twofold axes as the essential symmetry, and is the origin of the orthorhombic system. To complete
the seven crystal systems, it is necessary to include the monoclinic system, which has only a twofold
axes as the essential symmetry, and the triclinic system, which has only an inversion center.

Within a given crystal system, a supplementary subdivision is necessary to be made, in order to
produce the 14 Bravais lattices. In this regard, it is necessary to make a distinction between the following
types of Bravais lattices, that is, primitive (P) or simple (S), base-centered (BC), face-centered (FC),
and body-centered (BoC) lattices [1-3].

In Table 1.2, the subtypes corresponding to each crystal system are listed and in Figure 1.4, the
14 Bravais lattices in three dimensions are illustrated.

Among the 14 cells that generate the Bravais lattices (see Figure 1.4), only the P-type cells are
considered primitive unit cells. It is possible to generate the other Bravais lattices with primitive
unit cells. However, in practice, only unit cells that possess the maximum symmetry are chosen
(see Figure 1.4 and Table 1.2) [1-6].
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FIGURE 1.4 Bravais lattices.

TABLE 1.2

Subtypes of Lattices in the Seven Crystalline Systems

System Lattice Types

Cubic Simple cubic (SC), body-centered cubic (BCC), and
face-centered cubic (FCC)

Hexagonal Simple hexagonal (SH)

Rhombohedral or trigonal ~ Simple rhombohedral (SR)

Tetragonal Simple tetragonal (ST) and body-centered tetragonal
(BCT)

Orthorhombic Simple orthorhombic (SO), body-centered

orthorhombic (BoCO), face-centered orthorhombic
(FCO), and base-centered orthorhombic (BCO)

Monoclinic Simple monoclinic (SM) and base-centered
monoclinic (BCM)
Triclinic Simple triclinic (STr)

Sources:  Schwarzenbach, D., Crystallography, John Wiley & Sons, New York,
1997; Kittel, Ch., Introduction to Solid State Physics, 8th edn., John
Wiley & Sons, New York, 2004; Myers, H.P., Introduction to Solid
State Physics, 2nd edn., CRC Press, Boca Raton, FL, 1997.
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1.2.2  CRYSTALLOGRAPHIC DIRECTIONS AND PLANES

The following steps must be followed in order to specify a crystallographic direction:

1. The vector that defines the crystallographic direction should be situated in such a way that
it passes through the origin of the lattice coordinate system.

2. The projections of this vector on each of the three axis is determined and measured in
terms of the unit cell dimensions, a, b, ¢, obtaining three integer numbers, n,, n,, 1.

3. These numbers are reduced to smallest integers, u, v, w.

4. These three numbers, enclosed in square brackets and not separated with commas, [uvw],
denote the crystallographic direction.

For example, the direction of the positive x-axis is denoted by [100], the direction of the positive y-axis
is denoted by [010], and the direction of the positive z-direction is denoted by [001] (see Figure 1.1).
For a crystal having a hexagonal symmetry, a set of four numbers, [uvtw], named the Miller—
Bravais coordinate system (see Figure 1.5), is used to describe the crystallographic directions, where
the first three numbers, that is, u, v, ¢, are projections along the axes a,, a,, and a,, describing the
basal plane of the hexagonal structure, and w is the projection in the z-direction [2,3].
The following steps should be followed in order to specify a crystallographic plane:

1. The plane ought to be located in such a way that it does not pass through the origin of the
lattice coordinate system.

2. After this, the interceptions of the plane on each of the three axis is determined in terms of
the unit cell dimensions, a, b, ¢, and then obtaining three integer numbers p,, p,, ps.

3. The reciprocals of these numbers are then taken and thereafter reduced to smallest integers
h,k, 1.

4. These three numbers enclosed in parentheses and not separated with commas, that is,
(hkl), named the Miller indexes, denote the crystallographic plane.

For example, the plane perpendicular to the x-axis is denoted by (100), the plane perpendicular to the
y-axis is denoted by (010), and the plane perpendicular to the positive z-direction is denoted by (001).
For a crystal exhibiting a hexagonal symmetry, a set of four numbers, (hkil), (see Figure 1.5) is used
to describe the crystallographic planes, where the first three numbers, that is, 4, k, i, are the intercepts of
the plane on each of the three axis measured in terms of the unit cell dimensions along the axes a,, a,,
and a,, describing the basal plane of the hexagonal structure, and / is the projection in the z-direction.
The position of a point inside the primitive unit cell is determined by
a fraction of the axial length, a, b, c. For example, in a body-centered

structure, the position of the central point is %%% )

1.2.3  OcTAHEDRAL AND TETRAHEDRAL SITES IN THE FCC LATTICE

In the FCC lattice, two types of interstitial sites can be recognized:

octahedral sites (O-sites) and tetrahedral sites (T-sites). The O-sites

v are those which are enclosed by six nearest neighbor atoms at the same

L distances (see Figure 1.6).

— On the other hand, a T-site is the geometric place that is formed when

three spheres are in contact with each other, and a fourth sphere is placed

I @, in the depression created by the first three. In this case, a tetrahedral

site is formed in between the four spheres. That is, if we join three small

FIGURE 1.5 Miller-Bravais  plack spheres located in the centers of the faces (see Figure 1.7),
coordinate system. surrounding the diagonal of the cube, we will construct a triangle.
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Sites of the
FCC lattice

FIGURE 1.6 Octahedral sites.

. Tetrahedral
Sites of the sites
FCC lattice
FIGURE 1.7 Tetrahedral sites.

1.2.4 ReciprocAL LATTICE

A unit cell in the reciprocal lattice is described by the vectors a*, b", ¢*, which are defined as follows
[2,3,5,6]:

- bxc — a _ axb
=22 FoamY and F=28X2 (1.4)
1% 1% 1%
where V=a (b x ¢)
Hence,
ded” =beb =cec =21 (1.5a)
and
asb"=asc'=bsa*=bec*=cea=c*b =0 (1.5b)

This means that a* is perpendicular to both b and ¢, b s perpendicular to both @ and ¢, and c* is
perpendicular to both b and a.
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Similar to the direct lattice, all the possible points that lie at the reciprocal lattice can be
represented as follows:

Gy = ha' +kb +1c* (1.6)

Now, since the Miller indices of a plane implies that the plane intercepts the base vectors at the point
,%,% a triangular portion of the plane has sides

(i)

Considering Equations 1.5, it is possible to show that

(Z—Z)' Gy =(2—5J' th/=(

Consequently, the vector Gy = Ehkl is perpendicular to the plane (hkl). Then, it is possible to calculate

>

~|a]
~|al

>

~|al
>l

)co

|th,|, that is, the vector modulus. To perform this calculation, we must define the unit vector in the

direction of the vector G as follows:

Subsequently, since by definition the interplanar distance, that is, the distance between the (hkl)
planes, is

Consequently,

L7

1.3 BLOCH THEOREM

The Bloch theorem is one of the tools that helps us to mathematically deal with solids [5,6]. The
mathematical condition behind the Bloch theorem is the fact that the equations which governs
the excitations of the crystalline structure such as lattice vibrations, electron states and spin
waves are periodic. Then, to solve the Schrodinger equation for a crystalline solid where the
potential is periodic, {V(7r + R) = V(7)}, this theorem is applied [5,6].
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If V(7 ) is the potential “seen” by an electron belonging to the solid, then the one electron wave
function, (), satisfies the Schrodinger equation:

2
- ;L V2 (r) +V(Ny(r) = Ey(r) (1.8)
m

In the case of lattice waves and spin waves, the procedure is different but the principle is the same.
The periodic potential is represented with the help of a Fourier series

V(F) = Z Ve e@.w?
Gkt

Gkl

where G, = a =ha +kb +1c is the reciprocal lattice vector. Since V(#) is a real function, it
is necessary that

Ghid ~Ghii
since
V*(?) = Z VE;,klefiGh“'; = Z V—Ehk[ elom = V(r)
Ghit Gkl

Given that the Schrodinger equation
- _ ~ _
—5 VAV = E |y = (Hr) = E)y()
is periodic, that is,
(H(~E)y(@) = (H(r+R)~ E)y(" +R)
Then, the wave function (7 ) and the wave function y(7 + R) must differ only in a constant, then
Y(F+R) =0y (r)
where the condition of normalization required by all the wave functions requires that
o =1
Consequently,
G- = g R
R
where ou(R) is a real number. Besides, since

0 0%, = 0%, %

R1+R>
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we will then have that

oc(ﬁ, )+ oc(ﬁ2 )= oc(ﬁl + Ez)

Subsequently,

=
|

o(R) =

and
ﬁﬁ — e—i.%.k
W(F+R) = e Ry (r)
Therefore, the periodic function
—iker

umr)=e

y(r)
Have the correct form to be a solution of Equation 1.8. As a result, the Bloch theorem affirms that

the solution to the Schrodinger equation may be a plane wave multiplied by a periodic function,
that is [5,6],

v () = i (7) (192)
where the periodic function is given by

(P = L g, (ye ™ (1.9b)

It is necessary to state now that the rigorous fulfillment of the Bloch theorem needs an infinity
lattice. In order to calculate the number of states in a finite crystal, a mathematical requirement
named the Born—Karman cyclic boundary condition is introduced. That is, if we consider that a
crystal with dimensions N,a, N,b, N;c is cyclic in three dimensions, then [5]

Y(FE+Na)=y(r), YFE+N,b)=y(), and (F+Ns5)=y(r)
For a Bloch state, the above conditions mean that
e-i.E.N,a _ e-i,Z-NZB _ e—i.E-Nﬁ
This condition can be satisfied only if

= 21m, a4 271tm, b4 27t &

N, N, N3
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where
m,, m,, and m, are integers

a*, b, ¢* are the reciprocal lattice vectors

The allowed values of m,, m,, and m; must run through the values:

OSmISNl, OszsNz, and OSm3SN3

However, this is not the proper range, and the appropriate extent is

Nz, and —&Sn@ S&

—7Sm1<7 —7Sm2S7
2 2 2 2

2 2
which will give a cell centered in origin, as was previously observed for the Wigner—Seitz in real
space, but now in the k space. This cell is named the Brilloin zone, which is the Wigner—Seitz cell
in the k space or inverse space.

The number of allowed states is then N, X N, X N; = M, which is the number of cells in a real
macroscopic finite crystal. That is, the number of allowed wave vectors in a Brilloin zone is exactly
the number of unit cells in the crystal under consideration.

1.4 LATTICE VIBRATIONS

1.4.1 PHONONS

Lattice vibrations are fundamental for the understanding of several phenomena in solids, such as
heat capacity, heat conduction, thermal expansion, and the Debye—Waller factor. To mathematically
deal with lattice vibrations, the following procedure will be undertaken [7]: the solid will be consid-
ered as a crystal lattice of atoms, behaving as a system of coupled harmonic oscillators. Thereafter,
the normal oscillations of this system can be found, where the normal modes behave as uncoupled
harmonic oscillators, and the number of normal vibration modes will be equal to the degrees of
freedom of the crystal, that is, 3nM, where n is the number of atoms in the unit cell and M is the
number of units cell in the crystal [8].

In order to solve this problem, it is possible to use the Hamiltonian procedure of classical mechanics
[8]. Hence, the classical Hamiltonian of a system of coupled harmonic oscillators can be written as
follows [7]:

() v 1
H= Z ! +27 !ala
2 L (1.10)
where
q/ are the coordinates of displacement from the equilibrium position
pl=m dq; are the impulses

C};= C;, are constants

The Hamiltonian can be simplified if we made the following substitutions in order to eliminate the
constant

Qi=q;M
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and

And finally,

_OL _ p;

pi—aiqi M

where L is the Lagrangian function. Consequently, the Hamiltonian can be written as follows:

2
H:;(pz) +§Eci‘jqi‘1f (1.11)

Following the rules of the Hamiltonian method, the equations of motion can be written as follows:

. oH . _OH
Pi:—T:—zi:Ci,ﬂj and qz‘:T:Pi (1.12)
Equation 1.12 is a system of linear differential equations with constant coefficients. Then, following
the rules for solving this type of an equation, its solution can be written in the following form [7]:

P=cd
where
g = 27 vy are the angular frequencies
Vg are frequencies
The condition for solving this system is [9]
IC.; — 078, ;|=0 (1.13)

which gives an equation that allows us to get the values of ®s and the corresponding orthogonal
vectors cP

Z c ?C? = 8ps
where the general solution for g; has the following form:

g = ZB Lyq? (1.14)

where Ly are constants. In essence, during the previous procedure we have separated the motion of
the system in normal vibration modes, where each one has a frequency . Thereafter, the motion
of the system is described as a sum of normal vibration modes.
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Now making the following substitution [7]
Q[j — LBefi(x)Br

it is then possible to make the following variable substitution:

g = %QBCP
And then get [10]
H=2hy (1.15)
where
Iy =5 P+ 030} (116)

If we now change the coordinates and the momentum by their quantum mechanical corresponding
operators, we will get

H =2
in which

B 1, .,

My =—7-2 5+ 003

200 2

where
h=Tt
21

and 4 is the Planck’s constant. This is the Schrodinger equation for a quantum harmonic oscillator
of frequency . Therefore, the energy of the system will be

E= %(Nﬁ + é) hog (L17)

where

E, = (n+;)hm (1.18)
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are the energy levels of a quantum harmonic oscillator. Consequently, we have reduced the lattice
energy to the summation of the energy of different noncoupled harmonic oscillators.

It is very well known that Einstein, developing Planck’s ideas, quantized the electromagnetic
field by introducing a quantum particle named the photon. Consequently, each mode or state of
a classical electromagnetic field is characterized by an angular frequency, ®, and a wave vector,
k= 2%3, in which s is a unit vector normal to the wave fronts. Then, the modes or states are

replaced by the photon that carries energy

E=ho
and momentum
P =hk
where
__h
2r

o = 27v is the angular frequency
v is the frequency of the electromagnetic radiation
A is the wavelength of the electromagnetic radiation

Similarly, during their effort to understand the thermal energy of solids, Einstein and Debye
quantized the lattice waves and the resulting quantum was named phonon. Consequently, it is
possible to consider the lattice waves as a gas of noninteracting quasiparticles named phonons,
which carries energy, E=h ®, and momentum, p = hk. That is, each normal mode of oscillation,
which is a one-dimensional harmonic oscillator, can be considered as a one-phonon state.

1.4.2 BoSe—EINSTEIN DISTRIBUTION

It is possible to calculate the average energy for a single oscillation mode, following the canonical
ensemble methodology [6,11] as

where k is the Boltzmann constant. It is easy to show that

_ho

= _ho I
(E):h—w— o In| Xe # |= e7+l hm:(n(m,THthm
2 { 2 2

e
—e kT
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Consequently,

n(®,T) = L% (1.19)

el —1

which is the Bose—Einstein distribution function. Consequently, phonons behave as bosons [12].
If we use Equation 1.19 to describe each vibration mode, then

1

hog
e -1

nﬁ((DB,T) = (1.20)

Then, Equation 1.20 tells us that there are on average ny(ws, 7) phonons in the B mode, where this
mode contributes energy

(Eﬁ) = (l’lﬁ((’)ﬁ, T)+ ;) h(,l)B

1.4.3 Hear CaraciTY OF SoLIDS

The average energy in the canonical ensemble of the whole system is

U=(E)=E,+ Zﬁlhmﬁ (1) 1.21)

eP -1

Besides, the canonical partition function [11] of the system of oscillators is [13]

_E 1
Z=e o [] ;
B _hop
l-e #
Then,
E B hop
1nZ=k—;—zB:1n l—e & (1.22)

We will now attempt an analysis of Equation 1.21 for nmol of a metallic, ionic, or covalent crystal,
with 1 ion per lattice site, that is, for an Avogadro number, N,, of ions at a high temperature. At these
conditions, kT > hu)ﬁ, and, consequently,

1

hop

et —1

(Ery=E,+ ZB) ho, = Ey+ X kT = Ey+3NKT = Ey +3nRT (1.23)

where n is the number of moles.
Since the heat capacity at constant volume is defined as
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_(ouY _(0<En
CV_(aT)v_( oT )v 2

then with the help of Equations 1.23 and 1.24, we can obtain, for n = 1

CV=3R

which is the Dulong—Petit law, where R = kN, is the ideal gas constant. The same result can as well
be obtained with the following argument: a classical harmonic oscillator included in a system of
harmonic oscillators (as is the proposed model of a solid) in thermal equilibrium at a temperature 7’
has an average energy equal to k7, since the number of normal modes is 3N, where N = nN, is the
number of atoms in the solid, N, is the Avogadro number, and 7, the number of moles. Then, the
average classical internal energy of a solid for n =1 is 3RT and Cy, = 3R.

However, we need to know the behavior of solids at all temperatures. Einstein, in 1907, to deal
with the problem, assumed that all the normal vibration modes have the same angular frequency ®.
As aresult, Equation 1.21 will take the following form [12]:

3N hog 3N kO
hog = EO + O

e —1 el -1

(Er) =Ep+

where
kOg = hoyg
©; is a characteristic temperature of the system

Consequently, the heat capacity at a constant volume will be

Or
eT

2
0
O

where the limit for the high temperature is Cy = 3R

Debye, in 1912, made more realistic assumptions in order to deal with the lattice vibration problem.
He considered that because of the large number of atoms in the crystal the number of normal vibration
modes is very high, and it is possible to consider that the vibrations are continuously distributed over
a specified range of frequencies, 0 < v <v,, where the distribution is such that the number of normal
vibration modes in the interval from v to v + dv is g(v)dv. Consequently, in Equation 1.22, it is possible
to substitute the summation for the integration. Therefore [13],

Vi IV
InZ= —57‘1—'[1n[1—e kT ]g(v)dv (1.25)

0

The density of elastic standing waves in a continuous solid is given by [14]

12nVV?

o (1.26a)

gv)=
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where
V, is the average speed of sound waves in the solid
v is the frequency of the standing wave
V is the volume of the solid

The derivation of Equation 1.26a is carried out by calculating the number of standing waves in a
cubic cavity of volume V, and follows a process similar to that applied in Section 1.5.3 for calculating
the density of states for an electron gas [14].

Now, since
't T 12my?
g(v)dv= Ve dv=3N,
0 o °
then
1
3\3
v = 3N,V
4V
and
g(v) = 91\3”* v? (1.26b)
v

m

Substituting Equation 1.26 in Equation 1.25, we will get

Om hv
nz -2, jvzln[l_e ]d
Vi

Then, using [11]

dlnZ U o(Er)
U=kT*| —— d Cy=|—| =2
( v ) et (aT)v ( or )V

we will get (Figure 1.8).

D

T y'e”
Cy =9N k| — J d (1.27)
v A (9 ) J o —1 y

where
k®p = hv,, defines the Debye temperature, O

hv . . . .
y= T is an integration variable

The integral in Equation 1.27 cannot be analytically solved; however, for a high temperature,

l»l,
D
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FIGURE 1.8 Graphic representation of the Debye law of specific heat.
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. . . T .
On the other hand, the integral in Equation 1.27 for a low temperature, o <« 1, can be written as

follows: D
op
T Y[ v T\ y'e
C=9Nk—J‘A dz9Nk—J‘ d .
Y i (GD] p e’ — Y * (@D)O e’ -1 Y (1.28)

Then, the integral in the right of Equation 1.28 can be integrated as follows:

4 3
CV = 712“ NAk i
5 o,

1.5 ELECTRONS IN CRYSTALLINE SOLID MATERIALS

1.5.1 ErectrON Gas

In a free atom of a metallic element, the valence electron moves in an orbital around the ion formed
by the nucleus and the core electrons. When a solid metal is formed, these external orbitals overlap
and interact. Subsequently, the outer electrons do not belong anymore to the atom. In this case, the
wave function describing the state of these electrons is a solution of the Schrodinger equation for
the motion in the potential of all the ions. As a consequence, in a metal, the bonding is carried out
by the conduction electrons that form a cloud of electrons, which fills the space between the metal
ions and mutually joins the ions throughout the Coulombic attraction between the electron gas and
positive metal ions [14-16]. In this regard, the metallic crystal is held together by electrostatic forces
of attraction between the positively charged metal ions and the nonlocalized, negatively charged
electrons, that is, the electron gas. In the framework of the electron gas model or the Drude model,
the system is formed by the cations plus a free electron gas. The premises behind the Drude model
are [14-16]
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* Electrons collide with positive ions.

» Collisions are instantaneous events.

* Electrons lose all extra energy gained from the external electric field during a collision.

* Between collisions the electrons moves freely.

* Mutual repulsion between electrons is ignored.

* Finally, it is possible to state that the electron is confined to an energy band, named the
conduction band, as will be explained later.

Now, if free electrons are influenced by an external electric field, Ex, then a net electron drift in the
x-direction is produced (see Figure 1.9). This net drift, along the force, which is created by the electric
field, is superimposed on the chaotic motion of the electron gas. The end result of this process is
that, following numerous scattering episodes, the electron has moved by a net distance, Ax, from
its initial position in the direction of the positive terminal.

Following these assumptions, the Newton motion equation, along the x-axis, for the electrons in
the free electron gas is given by

where
T is the time between collisions
m, and e are the mass and charge of the electron

Then, the steady-state solution of the Newton equation for the electron in the electron gas under the
influence of an external electric field is given by

. et
Vgrlfl _ Ex
me
Now,
J,=0FE,
E,

d
-

A

Vv

FIGURE 1.9 Electron trajectories in the electron gas or Drude model.
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where
J, is the current density
o is the conductivity

And with the help of the definition of mobility, M,
V)c:rift — MEX

It is possible to show that

=neM (1.29)

The previously described theory in its original form assumes that the classical kinetic theory of
gases is applicable to the electron gas, that is, electrons are expected to have velocities that are
temperature dependent according to the Maxwell-Boltzmann distribution law. But, the Maxwell—
Boltzmann energy distribution has no restrictions to the number of species allowed to have exactly
the same energy. However, in the case of electrons, there are restrictions to the number of electrons
with identical energy, that is, the Pauli exclusion principle; consequently, we have to apply a differ-
ent form of statistics, the Fermi—Dirac statistics.

1.5.2  FerMi—=DIRAC DISTRIBUTION

One of the simplest procedures to get the expression for the Fermi—Dirac (F-D) and the Bose—
Einstein (B-E) distributions, is to apply the grand canonical ensemble methodology for a system
of noninteracting indistinguishable particles, that is, fermions for the Fermi—Dirac distribution and
bosons for the Bose—Einstein distribution. For these systems, the grand canonical partition function
can be expressed as follows [12]:

,ZNkSk
_k

0= S & (1.30)

N=0  {Ng}

where
g, are the energy states of the individual particles is the number of particles in the system
n

A =e ¥, in which W is the chemical potential of the system of N indistinguishable noninteracting
particles

The summation over {N,} means that we are summing the particle distributions in the energy states
accessible to the system where

and

Ej = ZNkSk
k
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is the energy of the particle system; then, rearranging Equation 1.30 leads to

- 7ZNkSA o 5 %ngk - e Ny
= Z 2 e M = Z 2 A Me_ KT = Z H[xe_wj (1.31)
N=0 (N} N=0{Ng} N=0{N;} &

And continuing with the rearrangement of Equation 1.31, we will get

o gz H(xe ) me S —HZ[xe'WJ (132)

Ny kN

We know from the Pauli principle that for fermions N, =0 and N, = 1. Consequently,

e\ e\
(9:1:[(1+7»e kT] =1:I(1+e kTJ

Since [11,12]

N = kT (alnG)(V,T,u)) Sy e (133)
My ;

the average number of particles in the state k in the Fermi—Dirac distribution is

&k

_ kT
Ni= e T (1.34)

_ &k
1+Ae T

As a corollary, in the case of bosons, since N, =0, 1, 2, 3,..., oo, then

€k

_ &
N, = te (1.35)

£k

1-%e *T

which is equivalent to the previously obtained Bose—FEinstein distribution, since in the case of
bosons, there is no restriction on the total number of particles, and i =0 [17].

In this regard, the probability of finding an electron in a state with energy E is given by the
Fermi-Dirac distribution function, f{E), which is expressed as follows (Figure 1.10):

1
fFD(E)= E-u = E—Ep
e +1 e M +1

where
E is the state energy
W = Eg is the Fermi energy level
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FIGURE 1.10 (a) Fermi—Dirac distribution for 7= 0K and (b) Fermi—Dirac distribution for 7> 0 K.

k is the Boltzmann constant
T is the absolute temperature

The Fermi—Dirac distribution describes the statistics of electrons in the conduction band of a solid
when the electrons interact with each other and the environment, so that they obey the Pauli
exclusion principle.

In Figure 1.10, it is shown that the Fermi level is the energy of the highest occupied quantum
state in a system of fermions at 0K, and that above 0K, because of thermal excitation, some of the
electrons are at energies above Er.

1.5.3 DENsITY OF STATES FOR THE ELECTRON GAS

We will now calculate the density of electron states in the case of the electron gas. In this model,
the core electrons are considered as nearly localized, and must be distinguished from the conduc-
tion electrons, which are supposed to freely move in Bloch states throughout the whole crystal
[5]. Because of the fact that the potential is constant, the single-particle Hamiltonian is merely the
kinetic energy of the electron, that is,

H=-1_v2 (1.36)
Then, the conduction electron states are plane waves, that is,
vy = et (1.37)
But, the real wave function must include the spin coordinate, then [6]

v, =e (s (1.38)

where

and
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AZ

M
FIGURE 1.11 Box of volume V = abc where the electrons are confined.
Substituting Equation 1.38 in Equation 1.36, we will get the energy of the electrons that is indepen-
dent of the spin state [12,15]

Rk

E’(k)=
(k) o,

(1.39)

where k =1k |. Then, the system in consideration is equivalent to a quantum system of noninteracting
electrons in the three-dimensional potential box (see Figure 1.11) [11,17]. In this case, the possible
energies for electrons confined in a cubic box of volume, V = abc, are given by

W (nf nd
E(n,m,m)=——| S+—5+—5
8m.\a~ b~ ¢

where n,, n,, and n; are quantum numbers, each of which can be any integer number except 0. For
a square box, where a = b = ¢ = L, we will have

E(n,n n)—L(n2+n2+n2)—ﬁ
1,112,113 8m. 1 Ty g 8m. I (1.40)

where we have defined the sphere of radius

R* = (n12+n§+n32)=£
A
in which
h2
8L%m,

Consequently, the number of states that can be accommodated in the space defined by n = n,i_ +
n,j +n;k (see Figure 1.12) is
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FIGURE 1.12 7 =n,i +n,j +nsk, space.
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where the factor 2 is due to the two spin states and the factor 1/8 is because only positive numbers
of the quantum states are allowed. Then the density of states can be defined as follows:

g(E)—dn—“(ﬁJ (1.42)

- dE - 2 A3/2

In this regard, if the probability of occupancy of a state at an energy E is fzp(E), in agreement with
the Fermi—Dirac distribution, we are dealing with electrons, which are fermions. Then, the product
Sfro(E) g(E) is the number of electrons per unit energy per unit volume. Consequently, the area under
the curve with the energy axis gives

N = [ (B fv(EnaE (1.43)
0

which is the number of free electrons in volume V.

We can now calculate the value of the Fermi energy level, because as the electrons fulfill the Pauli
exclusion principle, only two electrons can occupy one energy state thereafter, since at 7 = 0 [K],
Jep (E) =1, for E < E(0) and fyp, (E) = 0; for E > E(0), then

Er (0) Er (0)
T T 3/2
N= J S(E)AE=——"0; J \/EdE=—3A3,2 [E:(0)]
0 0
And as a result
h2 3N 2/3 hz (3,1)2;

EO)=——| 25| =2 1.44
F(O) Sme(nﬁ) 8m T (L44)

where n = (]‘\;J and V=13
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It is easy now to calculate the mean energy of an electron in a solid, €, at T =0 [K], as
follows:

Erp (0)

ga.\/emge(o) = %J‘Eg(E)fFD(E)dE = % j Eg(E)dE =(g) EF(O)
0 0

Above absolute zero, the average energy is approximately [2,15]

I sw*( kT Y
Eaversze(T) = (5] EF(O)[l i 12( EF<0>) ]

Since Ex(0) > kT
_ _ I
£':average(T) = 8average(o) - Em(VF)

where Vi is the root mean-square speed of the electrons in the valence band of a solid around the
Fermi level. Then

172
Go = (6EF(O)) (1.45)

Sm

This velocity of the electron is independent of temperature, in contradiction to the Maxwell—
Boltzmann statistic, which states that

— |\m{v,)=—kT

(3 )monr=3

1.5.4 ENercy BAND MODEL

The electron gas model adequately describes the conduction of electrons in metals; however, it has a
problem, that is, the electrons with energy near the Fermi level have wavelength values comparable
to the lattice parameters of the crystal. Consequently, strong diffraction effects must be present
(see below the diffraction condition (Equation 1.47). A more realistic description of the state of the
electrons inside solids is necessary. This more accurate description is carried out with the help of
the Bloch and Wilson band model [18].

If the problem is mathematically treated as a perturbation of the free-electron gas energy states
caused by the presence of the periodic potential, V(7 ), in the Schrédinger equation, then

h? _ o
o V() + V() = Ey(r)
m
Then [5],

_ [wiV@ v (dF
E(k)=E’(k)+ J.q;z(f»)V(f)w;(f)d}f + kZ P O_BE) (1.46)
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where

272
E()(k) — h’ k
2m

Since diffraction is an effect linked to scattering, if a beam of fast electrons is being directed into a
crystal, its scattering process will be described by the Born approximation where the rate of transi-
tion between the initial state, ‘W'z, and the final state, W, is given by [10]

P_ = J-‘I{V(?)‘I{, d’r
k.k k k
Given that [5,6]

V(i) = DV, el
Gk

and
‘I’% — el%;
then
P_ = Z'I'ei<%+5hk,,;3d3;
kE G
where
PE,E' = Vahk[

If the diffraction condition for electrons in a crystal (Equation 1.47)

k—k =G (1.47)
is fulfilled, then
P_=0
Kk

Subsequently, introducing the diffraction condition in Equation 1.46, we will get [5]

- WK
E(k)=
==

V* 2
+Vo+ 2 - |G”“|7, —
Gu*0 E°(k)— E°(k — Gu)

Consequently, the periodicity condition of the potential produces the segmentation in the energy
bands.
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A more exact treatment is made using the Bloch theorem. In this sense, the solution of the
Schrodinger equation may be a plane wave multiplied by a periodic function, that is,

v () = e u(r)
where

Gkl

%®=%W(Dﬁw; (1.48)

Due to the periodicity of uz (7), if we insert Equation 1.48 in the Schrédinger equation [6]

K T TP

2 Glyl® .

Tom V + Z VE’ el e - E Z uahkl elGh“ ' = O
2m Gy M G

Then

2
h—(hé)z—E uz K+ 2V, u. =0 (1.49)
2m hid G G Gk =Gkl

This equation is named the Bloch difference equation and is a set of coupled linear equations whose
nontrivial solution conditions are

=0 (1.50)

2 _
(h(k +G)* - EJ S ., +v.
2m Gkt .Gk Gkt —Gki

This is named the Hill determinant. After solving, the resulting secular determinant for the root
of E, (k) provides a more accurate method for calculating the band structure of solids, where n = 1
refers to the first band, n = 2 to the second, and so on.

1.5.5 MOLECULAR ORBITAL APPROACH FOR THE FORMATION OF ENERGY BANDS

A crystalline solid can be considered as a huge, single molecule; subsequently, the electronic wave
functions of this giant molecule can be constructed with the help of the molecular orbital (MO)
methodology [19]. That is, the electrons are introduced into crystal orbitals, which are extended
along the entire crystal, where each crystal orbital can accommodate two electrons with opposite
spins. A good approximation for the construction of a crystal MO is the linear combination of
atomic orbitals (LCAO) method, where the MOs are constructed as a LCAO of the atoms composing
the crystal [19].

For example, in metals, because of their large electrical conductivity, it seems that at least some
of the electrons can move freely through the bulk of the metal, while the core electrons remain in
their atomic orbital, similar to the isolated atoms forming the metal. For example, let us take into
account the formation of a linear array of lithium atoms from individual lithium atoms: Li-Li;
Li-Li-Li; Li-Li-Li-Li.... Then, the first stage is the formation of a lithium molecule, Li,. This
molecule is analogous to the hydrogen molecule, H, [15,19]. In the formation of the H, molecule,
two MOs are formed, that is, the bonding MO
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LIJG = Wls(;A) +Wls(;8)

and the antibonding MO
\PO' = WIS(;A) _WIS(;B)

where the two electrons pair their spins and occupy the bonding orbital. Then the two lithium atoms are
bound together by a pair of valence electrons, where each lithium atom supplies its 2s electron to form a
covalent molecular bond (see Figure 1.13). In this case, the molecule formed occurs in lithium vapor.

We will now take into account the hypothetical linear molecule, Li;. The valence electron cloud
is spherical; then, in the course of the linear combination of atomic orbitals, the three atomic valence
electron clouds overlap to form one continuous distribution, and two distributions with nodes, that
is, three MOs (see Figure 1.14). While the length of the chain is augmented, the number of elec-
tronic states, into which the atomic 2s state splits during the linear combination of atomic orbitals,
increases. In this regard, the number of states equals the number of atoms.

A similar situation takes place when lithium chains are placed side by side or stacked on top
of each other, so that finally the space lattice of the lithium crystal is obtained. In this case, the
electronic states have energies that are bounded by an upper and lower limiting value, forming an
energy band of closely spaced values (see Figure 1.14). Similarly, energy bands can also result from
overlapping p and d orbitals.
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FIGURE 1.13 Energy of the states formed during the establishment of a Li, molecule.
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FIGURE 1.14 Band formation process.
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FIGURE 1.15 Band formation process for a Li crystalline solid.

The electronic states within an energy band are filled progressively by pairs of electrons in the
same way that the orbitals of an atom are filled in accordance with the Pauli principle. This means
that for lithium, the electronic states of the 2s band will be exactly half filled (Figure 1.15).

To summarize, the formation of a 2s-energy band from the 2s orbitals when N Li atoms are
gathered together to form the Li crystal is shown in Figure 1.15. There are, N 2s-electrons but there
are 2N states in the band, therefore the 2s band is only half full. Besides, the atomic 1s orbital,
which is close to the Li nucleus, that is, is the two 1s electrons which are the core electrons, remains
undisturbed in the solid, that is, each Li atom has a closed K-shell, specifically a full 1s orbital.
Consequently, in general, when a solid metal is formed, the external orbitals overlap. As a conse-
quence of this process, the outer electrons move without restraint through the metal, while the core
electrons remains in their atomic orbital.

On the other hand, in covalently bonded materials like carbon, silicon, and germanium, the
formation of energy bands first involves the hybridization of the outer s- and p-orbitals to form
four identical orbitals, Yo which form an angle of 109.5° with each other, that is, each C, Si, and
Ge atom is tetrahedrally coordinated with the other C, Si, and Ge atom, respectively (Figure 1.16),
resulting in a diamond-type structure.

FIGURE 1.16 Tetrahedral bonding of atoms in a diamond-type structure of C, Si, and Ge crystals.
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When these atoms are close enough, the y,,,, orbitals on two neighboring atoms can overlap to form
a bonding orbital and an antibonding orbital [13,15]. In the crystal, the bonding orbital overlap to give
the valence band, which is full of electrons, while the antibonding orbital overlap to give the conduction
band, which is empty (see Figure 1.17). Since the conduction band is empty in the case of intrinsic
semiconductors and insulators, these materials only conduct by the thermal excitation of electrons to
the conduction band and by the formation of holes in the valence band (see Figure 1.18).

This excitation process is an activated process of electron jumps through the band gap, E,. If the
energy gap is low as in the case of semiconductors, the conductivity is low but noticeable. However,
in the case of insulators, since the energy gap is high, the conductivity is very low.

Similarly, the covalent compound ZnS (zinc blende) is a semiconductor that has a structure simi-
lar to diamond, where the Zn atoms occupy the FCC lattice sites, and the S atoms occupy four of the
eight tetrahedral sites of the FCC lattice (see Section 1.2.2). Analogous semiconducting properties
are obtained when elements from the IITA and VA columns of the periodic table are formed, for
example, InAs, GaAs, and InP and also in the case when elements from the IIB and VIA columns
of the periodic table are created, for instance, ZnTe and ZnSe.
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FIGURE 1.17 Band formation process for a C, Si, Ge, or o.-Sn crystal.
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FIGURE 1.18 Formation of holes in the valence band by thermal excitation of electrons to the conduction band.
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1.6 X-RAY DIFFRACTION

1.6.1 GENERAL INTRODUCTION

X-ray diffraction [20-26] is the most powerful method for the study of crystalline materials. The
effect of x-ray generation during a glow discharge was casually discovered in 1895 by Wilhelm
Rontgen at the University of Wiirtzburg in Germany. Some years later, in 1912, at the University
of Munich, Max von Laue and collaborators carried out one of the most important experiments
of modern physics, the Laue—Knipping—Friedrich experiment, which established that x-radiation
consisted of electromagnetic waves. Additionally, the experiment clearly showed that the crystals
were composed of atoms arranged on a space lattice, since the electromagnetic x-ray radiation was
interfering during its scattering by the crystal atoms.

To generate an x-ray beam, a vacuum tube is needed where an electron beam, produced by a
heated filament, is collimated and accelerated by an electric potential of several kilovolts, that is,
from 20 to 45kV (Figure 1.19). This beam is directed to a metallic anode (Figure 1.19). The electrons
hitting the anode will convey a fraction of their energy to the electrons of the target material, a pro-
cess resulting in the electronic excitation of the atoms composing the metallic anode. The x-ray tube
has to be evacuated to allow electron movement. Finally, in order to dissipate the heat produced by
this process in the metallic anode, it is normally water cooled.

The x-ray tube produces two kinds of radiations: the continuous spectrum (Figure 1.20) and the
characteristic spectrum (Figure 1.21). The continuous spectrum is a plot of the intensity of the x-ray
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FIGURE 1.19 Schematic representation of an x-ray tube.
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FIGURE 1.20 Schematic representation of a continuous spectrum.



