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Preface

Learning a second language is something about which everyone seems to have an opinion. Even a casual airplane conversation with a seatmate, during which we are asked what we do, generally elicits opinions about second language acquisition (SLA), some of which are accurate, some of which are not (I just patiently listen and smile). It is our intent to help set the record straight on this complex research area by bringing to the reader a bit of disciplinary history, accompanied by current directions.

The field of second language learning is old and new at the same time. It is old in the sense that scholars, for centuries, have been fascinated by the questions posed by the nature of foreign language learning and language teaching. It is new in the sense that the field, as it is now represented, only goes back about 50 years. In the earlier part of the modern phase, most scholarly articles emphasized language teaching and only had a secondary interest in language learning. In other words, the impetus for studying language learning originated in pedagogical concerns. In this fifth edition, we have tried to remain true to the past while at the same time capturing the present as a way of looking forward to the future. We have done this through historical chapters at the beginning of the book, through updates to all chapters, and through some reorganization and restructuring from past editions.

In the past 50 years or so, the field of SLA has developed into an independent and autonomous discipline, complete with its own research agenda. One only has to look at the increase in the number of conferences (of both a general and a topical nature) dealing exclusively with SLA, as well as special sessions on SLA as part of larger conferences. Furthermore, there are now journals devoted exclusively to research in the field (Studies in Second Language Acquisition, Language Learning, Second Language Research), as well as others in which reports of second language studies comprise a major part (e.g., Applied Linguistics, Applied Psycholinguistics, The Modern Language Journal, Foreign Language Annals, Instructed Second Language Acquisition). There are also numerous edited volumes dealing with subareas of the field, as well as numerous texts dealing with research methodologies. As a way of understanding where we are going as a discipline, there has also been a strong desire not to be isolated and to connect with a variety of disciplines. This is evident in articles on SLA that appear in mainstream journals of other disciplines. All of these recent developments attest to the vitality and vibrancy of the field. In this book, we present both the old and the new as a way of helping the reader understand some of the history of the field and how we got to where we are today.

What is particularly noteworthy about the discipline of SLA is its interdisciplinary character. Second language research is concerned with the general question: How are second languages learned? With the belief that there are a number of perspectives one can take in answering this question, scholars have approached the field from a wide range of backgrounds: sociology, psychology, education, and linguistics, to name a few. This has both positive and negative effects on the field. The advantage is that, through the multiplicity of perspectives, we are able to see a richer picture of acquisition, a picture that appears to be more representative of the phenomenon of acquisition, in that learning a second language undoubtedly involves factors relating to sociology, psychology, education, and linguistics. On the other hand, multiple perspectives on what purports to be a single discipline bring confusion, because it is frequently the case that scholars approaching SLA from different (often opposing and seemingly incompatible) frameworks are not able to talk to one another. This is so because each perspective brings with it its own way of approaching data and its own research methodology. This book attempts to bring together these disparate threads, to place them within a coherent framework, and, importantly, to make the field accessible to large numbers of students with varying interests and varying goals for wanting to learn about second language learning. To that end, we take a multidisciplinary approach, in that what we have selected to present represents research with origins in other, well-established disciplines, but with implications for the central question: How are languages beyond one’s primary language learned?

The book is designed to be used in an introductory course for advanced undergraduate or graduate students. The goal is to make the information contained herein available to students with a wide variety of background knowledge. The book can be used by those with a background in languages and/or linguistics and those with little or no background in these areas. The book developed out of the belief that the complexities of the field can, and should, be brought to the attention of many students, both those who are intending to delve further into the field and those who are only curious about the pervasive phenomenon of learning a second language.

This book has as its major focus second language learning. It is not a book that talks directly about language teaching, but we firmly believe that it is an important book for language teachers, in that it helps them understand the complex phenomenon that each and every student is struggling with. As teachers think about how to use this book, we encourage them to use some of the new pedagogical features in a way that best suits them and their students. We aimed the book at a broad audience, ranging from students who will use this as a stepping-stone as they pursue their advanced degrees in the field, to those in an advanced undergraduate program or MA program, whose main goal is to become teachers. For the former, some of the historical background may be more important as they begin their path to becoming professionals and eventually imparting this information to others. For the latter, a more cursory read can be given to those parts of the book. Thus, more or less time can be given to any area by covering more than one chapter in a lesson or two, or by extending chapters over a longer period of time. The “More to Do and More to Think About …” sections at the end of chapters can be used differently, depending on the students’ goals. For example, more theoretical questions can be eliminated for those who are not planning PhD work; more pedagogical questions can be eliminated for those who are, and/or for students more interested in acquisition than pedagogy. It is our firm belief, however, that, regardless of ultimate goals, both groups (and those in between) can benefit from an understanding of how learning takes place.

This book is the fifth edition of one originally published in 1994, which I co-authored with Larry Selinker. The field has shown considerable growth since the first edition, and this edition reflects that growth, in part, by tracing the development of the field from its early stages to the present day. This edition has been updated and rearranged, new sections have been added and deleted, and, in many cases, entire sections have been rewritten.

This edition continues the tradition begun with the fourth edition of including pedagogical features. For example, throughout each chapter there are “Time to Think …” and “Time to Do …” boxes, which are intended to encourage students to think about what they have just read and relate it to their own language learning experiences, and, in some cases, to their own language teaching experiences (present or future). We have also put in boldface the first relevant mention of items in the glossary, so that students can find that item definition as they are reading. We have provided chapter summaries under the heading “Points to Remember” at the end of each chapter. Additionally, there is a companion website (www.routledge.com/cw/gass; for students and for teachers) that can be used to obtain additional exercises. That website also includes PowerPoint files that can be used for class presentations as well as other supplementary materials.

There are many people to whom we owe a debt of gratitude. First and foremost is Larry Selinker, who co-authored the first three editions with me. His influence on the field and on this book has been enormous; without him, the field of SLA would not be where it is. A second individual to whom great thanks are due is Josh Ard, who has been instrumental in many areas of the book through all five editions. Josh provided detailed information on some of the original chapters. Through discussions with him, I have been better able to determine what is relevant and what is not. He painstakingly read through chapters, helped with references, and, in general, made extraordinarily perceptive comments throughout. He provided valuable clues as to what was involved in writing an introductory textbook, the goal of which was, in part, to “normalize” the field and make it informative and interesting to novices. His reading of the text many times over led to minor and major changes throughout, for which we are extraordinarily grateful.

We have benefited from numerous individuals reading earlier versions of chapters of this edition. Some wished to remain anonymous, but you know who you are, and we thank you. A big silent shout out to you.

Many colleagues and former students have made extensive comments on this and previous editions. It is always dangerous to name names for fear of forgetting individuals who have been responsible for many helpful comments. Thanks also go to Jacqueline Aiello of New York University, Joyce Guat Ph Aw of Nanyang Technological University, National Institute of Education (Singapore), Jean-Marc Dewaele of Birkbeck, University of London, and Lucy Pickering of Texas A & M, for detailed comments on earlier versions of some of the chapters in this book. Debbie Chen Pichler of Gallaudet University not only provided important comments on earlier versions of some chapters but also gave freely of her time to help us understand what is involved when sign language gets into the mix. Added to this list is feedback from the following: Fred Eckman, University of Wisconsin at Milwaukee; Rebecca Foote, University of Arkansas; Usha Lakshmanan, Southern Illinois University at Carbondale; Shaofeng Li, Florida State University; Sarina Chugani Molina, University of San Diego; Amy Snyder Ohta, University of Washington; Elke Peters, Katholieke Universiteit Leuven; Masatoshi Sato, Universidad Andres Bello; Amy Thompson, West Virginia University. We considered all of your comments (those from anonymous and non-anonymous sources) and, in many/most cases, were able to adjust the manuscript to align with your suggestions. In those cases where changes were not made, it is not because we did not think about doing so, but, in the end, we opted to leave chapters as we had originally planned, partly because, in many instances, we received suggestions such as “Change x” and “Don’t change x.”
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 CHAPTER ONE

Introduction


1.1 THE STUDY OF SECOND LANGUAGE ACQUISITION

How do people learn a second, or a third, or a fourth language? The simple answer is: “with great difficulty.” This book considers this basic question from a variety of perspectives.

What is the study of Second Language Acquisition (SLA)? It is the study of how second languages are learned. It is the study of how learners create a new language system with only limited exposure to a second language. It is the study of what is learned of a second language and, importantly, what is not learned. It is the study of why most second language learners do not achieve the same degree of proficiency in a second language as they do in their native language; it is also the study of why some individuals appear to achieve native-like proficiency in more than one language. Additionally, SLA is concerned with the nature of the hypotheses (whether conscious or unconscious) that learners come up with regarding the rules of the second language. Are the rules like those of the native language? Are they like the rules of the language being learned? Are there patterns that are common to all learners, regardless of the native language and regardless of the language being learned? Do the rules created by second language learners vary according to the context of use? Given these varied questions, the study of SLA impacts, and draws from, many other areas of study, among them linguistics, psychology, psycholinguistics, sociology, sociolinguistics, discourse analysis, conversation analysis, and education, to name a few.

Given the close relationship between SLA and other areas of inquiry, there are numerous approaches from which to examine the questions raised above. Each area of inquiry examines second language data from a unique perspective, which includes goals, data collection methods, and analytic tools. Thus, SLA is truly an interdisciplinary field. This introductory text attempts to shed light on the nature of SLA from multiple perspectives.

One way to define the field of SLA is to state what it is not. Over the years, the study of SLA has become inextricably intertwined with language pedagogy; in this text, one goal is to disentangle the two fields. SLA is not about pedagogy, unless that pedagogy affects the course of acquisition (this topic will be explored in Chapter 14). Although it may be the case that those who are interested in learning about how second languages are learned are ultimately interested in doing so for the light this knowledge sheds on the field of language teaching, this is not the only reason SLA is of interest, nor is it the major reason scholars in the field of SLA conduct their research.

Let us briefly consider some of the reasons why it might be important for us to understand how second languages are learned.


• Linguistics


When we study human language, we are approaching what some might call the human essence, the distinctive qualities of mind that are, so far as we know, unique to [humans].

(Chomsky, 1968, p. 100)


The study of how second languages are learned is part of the broader study of language and language behavior. It is no more central or peripheral than any other part of linguistic study, which, in turn, has as its larger goal the study of the nature of the human mind. In fact, a major goal of SLA research is the determination of linguistic constraints on the formation of second language grammars. Because theories of language are concerned with human language knowledge, one can reasonably assume that this knowledge is not limited to first language knowledge, and that linguistic principles reflect the possibilities of human language creation and the limits of human language variation. This scope of inquiry includes second languages.


• Language pedagogy

Most graduate programs with the goal of training students in language teaching have required course work in SLA. Why should this be the case? If one is to develop language-teaching methodologies, there has to be a firm basis for those methodologies in language learning. It would be counterproductive to base language-teaching methodologies on something other than an understanding of how language learning does and does not take place. To give an example, some language-teaching methodologies are based exclusively on rule memorization and translation exercises. That is, a student in a language class is expected to memorize rules and then translate sentences from the native language to the language being learned, and vice versa. However, over the years research in SLA has made language teachers and curriculum designers aware that language learning consists of more than rule memorization; it also involves learning to express communicative needs. The details of this conceptualization of what language learning is about have resulted in methodologies that emphasize communication. In other words, pedagogical decision-making must reflect what is known about the process of learning, which is the domain of SLA.

A second rationale related to language pedagogy has to do with the expectations that teachers have of their students. Let’s assume that a teacher spends a class hour drilling students on a particular grammatical structure. Let’s further assume that the students are all producing the structure correctly, and even in an appropriate context. If, after the class is over and the drill is finished, a student comes up to the teacher and, in spontaneous speech, uses the incorrect form of what has just been drilled repeatedly, what should the teacher think? Has the lesson been a waste of time? Or is this type of linguistic behavior to be expected? If a student produces a correct form, does that necessarily mean that the student has learned the correct rule? These sorts of issues are part of what teachers need to be aware of when assessing the success or failure of their teaching practices.


• Cross-cultural communication

We noted above some expectations that teachers have about students. Similarly, in interactions with speakers of another language/culture, we have certain expectations and we often produce stereotyped reactions. For example, we may find ourselves making judgments about individuals based on their language. It turns out that many stereotypes of people from other cultures (e.g., rudeness, unassertiveness) are based on patterns of nonnative speech. These judgments, in many instances, are not justified, because many of the speech patterns that nonnative speakers use reflect their nonnativeness, rather than being characteristics of their personality. As an example, consider the following exchange between a teacher and a former student from Goldschmidt (1996, p. 255) (NNS = nonnative speaker; NS = native speaker):




	(1-1) 

	NNS:

	I have a favor to ask you.




	

	NS:

	Sure, what can I do for you?




	

	NNS: 

	You need to write a recommendation for me.






Many teachers would, of course, react negatively to the seeming gall of this “request,” perhaps initially thinking to themselves, “What do you mean I need to write a letter?”, when most likely the only problem is this nonnative speaker’s lack of understanding of the forceful meaning of need. It is our point of view that understanding how second languages are learned and how nonnative speakers use language allows us to separate issues of cross-cultural communication from issues of stereotyped behavior or personal idiosyncrasies.

TIME TO THINK …


How would you describe the relationship between SLA and language pedagogy? Do you have to know something about SLA to teach well? Do you have to know something about teaching to understand SLA?


• Language policy and language planning

Many issues of language policy are dependent on a knowledge of how second languages are learned. For example, issues surrounding bilingualism, such as the English Only Movement in the United States, or bilingual education (including immersion programs), can only be debated if one is properly informed about the realities and constraints of learning a second language. National language programs often involve decision-making that is dependent on (a) information about second language learning, (b) the kinds of instruction that can be brought to bear on issues of acquisition, and (c) the realities and expectations one can have of such programs. All too often these issues are debated without a clear understanding of the object of debate, that is, the nature of how second languages are learned.

In sum, SLA is a complex field, the focus of which is the attempt to understand the processes underlying the learning and use of a second language. It is important to reemphasize that the study of SLA is separate from the study of language pedagogy, although this does not mean that there are no implications that can be drawn from SLA for the related discipline of language teaching, or that ideas that arise in classrooms cannot be useful in the understanding of SLA.

TIME TO THINK …


What is your motivation for studying SLA? How do you think a knowledge of how languages are learned will help you with your motivational goal?


1.2 DEFINITIONS

The study of any new discipline involves familiarizing oneself with the specific terminology of that field. In this section we present some basic terminology common to the field of SLA, accompanied by brief definitions. Other terms are introduced and defined as the text progresses. For an extensive list of definitions, see Loewen and Reinders’ (2011) and VanPatten and Benati’s (2010) books on key concepts.


•Native language (NL): This refers to the first language that a child learns. It is also known as the primary language, the mother tongue, or the L1 (first language). In this book, we use the common abbreviations NL and/or L1.

•Target language (TL): This refers to the language being learned.

•Second Language Acquisition (SLA): This is the common term used for the discipline and deals with the many areas covered in this book. In general, SLA refers to the process of learning another language after the native language has been learned. Sometimes the term even refers to the learning of a third or fourth language. The important aspect is that SLA refers to the learning of a nonnative language after the learning of one’s native or primary language. The second language is commonly referred to as the L2. As with the phrase “second language,” L2 can refer to any language learned after the L1 has been learned, regardless of whether it is the second, third, fourth, or fifth language. By this term, we mean the acquisition of a second language both in a classroom situation, as well as in more “natural” exposure situations. In addition to referring to the discipline, as noted above, the term second language acquisition (not capitalized) can also refer to the process of learning another language.

•Foreign language learning: A foreign language is generally differentiated from a second language in that the former refers to the learning of a nonnative language in the environment of one’s native language (e.g., French speakers learning English in France [EFL] or Spanish speakers learning French in Spain, Argentina, or Mexico [FFL]). This is most commonly done within the context of the classroom. Second language, on the other hand, generally refers to the learning of a nonnative language in the environment in which that second language is spoken (e.g., German speakers learning Japanese in Japan [JSL] or Punjabi speakers learning English in the United Kingdom [ESL]). This may or may not take place in a classroom setting. The important point is that learning in a second language environment takes place with considerable access to speakers of the language being learned, whereas learning in a foreign language environment usually does not.1 In this book, we use the generic term SLA to indicate learning a second language in all contexts.

•Learners/L2ers: Throughout this book, we often refer to those learning a second/foreign language as learners; one also finds the term L2ers to refer to the same group of individuals, although this term is not used in this book.

•L2 acquisition: This term, along with the more general term SLA, refers to the process of learning as well as to the field more generally.


TIME TO THINK …


Consider your own language-learning experience. Was it second language learning or foreign language learning, or both? Were they different experiences? In what ways? Consider differences and similarities in areas of pronunciation, grammar, and vocabulary. Is it easier to learn pronunciation in a second or a foreign language environment? What about grammar or vocabulary?


1.3 THE NATURE OF LANGUAGE

Fundamental to the understanding of the nature of SLA is an understanding of what it is that needs to be learned. A facile answer is that a second language learner needs to learn the “grammar” of the TL. But what is meant by this? What is language? How can we characterize the knowledge that humans have of language? And what role does society play in language development?

All humans with normal access to natural language acquire a language in the first few years of life. The knowledge acquired is largely of an unconscious sort. That is, very young children learn how to form particular grammatical structures, such as relative clauses. They also learn that relative clauses often have a modifying function, but in a conscious sense do not know that it is a relative clause, and could presumably not state what relative clauses are used for. Take as an example the following sentence:




	(1-2) 

	I want the toy that the little boy is playing with.






A child could utter this fully formed sentence, which includes a relative clause (“that the little boy is playing with”), without being able to articulate the function of relative clauses (either this one, or relative clauses in general) and without being able to easily divide this sentence into its component parts. It is in this sense that the complex knowledge we have about our native language is largely unconscious.

There are a number of aspects of language that can be described systematically. In the next few sections, we deal with the semantics, pragmatics, syntax, morphology, lexicon, and phonology of language.


1.3.1 Semantics

The study of semantics refers to the study of meaning. This, of course, does not necessarily correspond to grammaticality, because many ungrammatical sentences are meaningful, as can be seen in the following examples:




	(1-3)

	*That woman beautiful is my mother.




	(1-4)

	*I’ll happy if I can get your paper.






These and many other sentences, which may be uttered by nonnative speakers of a language, are perfectly comprehensible, despite the fact that they do not follow the “rules” of English. The reverse side of the picture is the sentence that is grammatically formed but that, because of the content, is meaningless (at least without additional contextualization), as in 1-5:




	(1-5)

	That bachelor is married.






Knowledge of the semantics of a language entails knowledge of the reference of words. For example, in English we know that table refers to an object with a flat top and either three or four legs, and that leaf most often refers to part of a tree. But, as native speakers, we also have to be able to distinguish between the meaning of the leaf of a tree and the leaf of a table. When we hear an advertisement on television for a table with extra leaves, it is this knowledge of homonyms that comes into play to help us interpret the advertisement in the manner intended. For a learner, of course, it is not so easy, as he or she might struggle to imagine a table with tree leaves.

Additionally, it is important to note that the limits of a word are not always clear. What is the difference between a cup and a glass? For many objects the boundaries are obvious; for others, boundaries between objects are less so.

Referential meanings are clearly not the only way of expressing meaning. As native speakers of a language, we know that the way we combine elements in sentences affects their meaning. Sentences 1-6 and 1-7 are different in meaning. Thus, we know the extent to which syntax and meaning interrelate.




	(1-6)

	The man bit the dog.




	(1-7)

	The dog bit the man.






In some languages, the translation equivalents of those sentences (with possibly different intonation contours) can be interpreted as referring to the same event.


1.3.2 Pragmatics

Yet another area of language that we consider, and that is part of what second language learners need to learn, has to do with pragmatics, or the way in which we use language in context. For example, when we answer the telephone and someone says Is Samuel there?, we know that this is a request to speak with Samuel. It would be strange to respond yes, with the caller then saying thank you and hanging up, unless the caller did not want to carry on the conversation with Samuel present, or only wanted to know whether or not Samuel was present. Clearly, the phrase Is X there? in the context of telephone usage is a request to speak with someone, and not an information question. When the intent is the latter—as, for example, a parent checking on the whereabouts of a child—the conversation might be slightly modified:




	(1-8)

	father 1:

	This is Samuel’s father. Is Samuel there?




	

	father 2:

	Yes.




	

	father 1: 

	Thanks, I just wanted to know where he was.






Similarly, word order, as discussed earlier, may have an effect on meaning (see sentences 1-6 and 1-7) in some grammatical contexts, but in others it does not. The following conversation exemplifies this:




	(1-9)

	(Setting: Ice cream store; child, age 4)




	

	child:

	I want a raspberry and vanilla cone.




	

	shopkeeper: 

	OK, one vanilla and raspberry cone coming up.




	

	child:

	No, I want a raspberry and vanilla cone.




	

	shopkeeper:

	That’s what I’m getting you.






In this instance, the child was using word order to reflect the ordering of scoops of ice cream; the shopkeeper was not. Thus, what we have learned as adult native speakers of a language is what the real-life function of word order is in our language. In English, it does not necessarily refer to the ordering of physical objects.

TIME TO DO …


Read the first few paragraphs of the article available at http://goo.gl/5Km8W and consider the following: As a native or very fluent speaker of English, is this passage (easily) comprehensible? Consider this question in light of what it means to know one’s first language.


1.3.3 Syntax

In this section we briefly describe what speakers know about the syntax of their language. This is what is frequently known as grammar, referring primarily to the knowledge we have of the order of elements in a sentence. We point out briefly that there are two kinds of grammars that are generally referred to: (a) prescriptive grammar and (b) descriptive grammar. By prescriptive grammar, we mean such rules as are generally taught in school, often without regard to the way native speakers of a language actually use language. We have in mind such rules as “Don’t end a sentence with a preposition,” “Don’t split infinitives,” “Don’t begin a sentence with a conjunction,” “Don’t use contractions in writing,” and “Use between with two items and among with more than two” (Associated Press rule, as cited in Safire, 1999, p. 24). To illustrate that these so-called rules are something other than appropriate, McCawley (also cited in Safire), gives the following example: “He held four golf balls between his fingers.” Even though there are more than two fingers involved, one cannot say: “He held four golf balls among his fingers.” Additionally, many well-known versions exist of an anecdote involving Winston Churchill. One version refers to an editor who had rearranged something that Churchill had written so that the sentence in question would not end with a preposition. The story goes that Churchill responded with: “This is the sort of English up with which I will not put” (The American Heritage Book of English Usage, 1996, p. 27).

Linguists are concerned with descriptive grammars: They attempt to describe languages as they are actually used. Thus, when talking about knowledge of syntax, we are referring to descriptive grammars. The rules stated above are not always true of descriptive grammars, because native speakers of English may violate these prescriptive rules.

As with phonological knowledge, to be discussed in section 1.3.5, native speakers of a language know which are possible sentences in their language and which are not. In the examples below we know that sentences 1-10 and 1-11 are possible English sentences, whereas sentences 1-12 and 1-13 are not possible or are ungrammatical:




	(1-10)

	The big book is on the brown table.




	(1-11)

	The woman whom I met yesterday is reading the same book that I read last night.




	(1-12)

	*The book big brown table the on is.




	(1-13)

	*Canceling what’s but general how then the two actually.






Thus, part of what we know about language is the order in which elements can and cannot occur. This is, of course, not as simple as the preceding examples suggest. Are sentences 1-14 and 1-15 possible English sentences?




	(1-14)

	Have him to call me back.




	(1-15)

	That’s the man that I am taller than.






For many speakers of English, these are strange-sounding; for others, they are perfectly acceptable. Thus, there is often variation across native speakers of the same language. This may be due to generational differences or, more frequently, regional differences.

Not only do we know which sentences are acceptable in our language, we also know which sentences are grossly equivalent in terms of meaning. For example, sentences 1-16 and 1-17 have the same general meaning, in the sense that they refer to the same event:




	(1-16)

	Tom was hit by a car.




	(1-17)

	A car hit Tom.






While we know that both sentences above can be assumed to be paraphrases of one another, we also know that they have slightly different functions in English. If someone asks, What did that car hit?, the most likely answer would be, It hit Tom, rather than Tom was hit by it. Thus, we as native speakers know not only what is equivalent to what, but also when to use different grammatical patterns.

Another aspect of language that we know is how meaning is affected by moving elements within a sentence. For example, adverbs can generally be moved in a sentence without affecting the meaning, whereas nouns cannot. Sentences 1-18 and 1-19 are roughly equivalent in meaning:




	(1-18)

	Yesterday Sally saw Jane.




	(1-19)

	Sally saw Jane yesterday.






but 1-20 and 1-21 do not share a common meaning:




	(1-20)  Yesterday Sally saw Jane.




	(1-21)  Yesterday Jane saw Sally.






Thus, knowing a language entails knowing a set of rules with which we can produce an infinite set of sentences. As a demonstration of the rule-governed nature of language and our ability to comprehend novel sentences, consider 1-22:




	(1-22)

	The woman wearing the green scarf ran across the street to see the gorilla that had just escaped from the zoo.






Even though this sentence is probably one you have never encountered before, you have little difficulty in understanding what it means.


1.3.4 Morphology and the Lexicon

The study of morphology is the study of word formation. In many cases, words are made up of more than one part. For example, the word unforeseen is made up of three parts: un, which has a negative function; fore, which means earlier in time; and seen, which means to visualize. Each part is referred to as a morpheme, which can be defined as the minimal unit of meaning.

There are two classes of morphemes that we can identify: bound and free. A bound morpheme is one that can never be a word by itself, such as the un of unlikely. A free morpheme is one that is a word in and of itself, such as man, woman, book, or table. Words can be created by adding morphemes, as in the following classic example:


establish

establish + ment

dis + establish + ment

dis + establish + ment + ari + an + ism

anti + dis + establish + ment + ari + an +ism


Not only do we know how to form words using affixes (prefixes, suffixes, infixes), but we also know what words can go with which other words, as in Mt. Everest is a high mountain, but not *The Empire State Building is a high building. Tall is more likely to be used to describe a building than high.


1.3.5 Sound Systems

Knowledge of the sound system (phonology) of our native language is complex. Minimally, it entails knowing what sounds are possible and not possible in the language. For example, a native speaker of English knows that the first vowel sound in the German word Goethe is not a sound found in English. This knowledge is reflected in recognition as well as in production, as generally a close English sound is substituted when one attempts to utter that word in English.

Phonological knowledge also involves knowing what happens to words in fast speech as opposed to more carefully articulated speech. For example, if a native speaker of American English wanted to express the following idea:




	(1-23) 

	I am going to write a letter.






that person would undoubtedly say something like the following:




	(1-24)

	I’m gonna wriDa leDer.






We can see that speakers know when to combine sounds and when not to. We know that in “normal, fast” speech we combine words, but that in clearer, more articulated speech we do not.

A final point to make is that, as native speakers of a language, we know not only what sounds are possible and not possible, but also what are possible combinations of sounds and what sounds are found in what parts of words. We know, for example, that although [b] and [n] are both sounds of English, they cannot form a “blend” in the way that [b] and [r] can: *bnick2 versus brain. Or, to take another example, consider the sound at the end of the word ping [ɧ], which is frequent in English. Native speakers of English know that it cannot appear at the beginning of words in English, although it can in other languages.


1.4 THE NATURE OF NONNATIVE SPEAKER KNOWLEDGE

We have briefly characterized some areas of language knowledge that a native speaker has of a language. Knowing a second language well means knowing information similar to that of a native speaker of a language. Given the complexity of the knowledge that must be learned, it should be clear that the study of the acquisition of that knowledge is a highly complex field.

The basic assumption in SLA research is that learners create a language system, known as an interlanguage (IL). This system is composed of numerous elements, not the least of which are elements from the NL and the TL. There are also elements in the IL that do not have their origin in either the NL or the TL. What is important is that the learners themselves impose structure on the available linguistic data and formulate an internalized system (IL).3 Patterns in IL systems are both consistent and dynamic. What we eventually want to understand is: What is the nature of the IL system, how does it come to be, and why does it generally fail to be the same as a system underlying native-speaker knowledge? With regard to the latter, an important question is: Why are learners exposed to something (often many times) but still remain unable to reproduce it in a way that matches that of native speakers?

Central to the concept of IL is the concept of fossilization, which generally refers to the cessation of learning. The Random House Dictionary of the English Language (Flexner & Hauck, 1988, p. 755) defines fossilization of a linguistic form, feature, rule, and so forth in the following way: “to become permanently established in the interlanguage of a second language learner in a form that is deviant from the target-language norm and that continues to appear in performance regardless of further exposure to the target language.”

Because of the difficulty in determining when learning has ceased, one frequently refers to stabilization of linguistic forms, rather than fossilization or cessation of learning. In SLA, one often notes that IL plateaus are far from the TL norms. Furthermore, it appears to be the case that fossilized or stabilized ILs exist no matter what learners do in terms of further exposure to the TL. Unfortunately, a solid explanation of permanent or temporary learning plateaus is lacking at present, owing, in part, to the paucity of longitudinal studies (see Chapter 2) that would be necessary to create the databases that would enable conclusions to be drawn regarding the reasons for “getting stuck” in another language.

TIME TO THINK …


In what ways is your knowledge of a second language similar or different from your L1 knowledge?

The following sentences were produced by native speakers of Arabic:


1.I bought a couple of towel.

2.There is many kind of way you make baklawa.

3.There are about one-and-half million inhabitant in Jeddah.


Which linguistic items (and arrangements of items) do you think come from the target language, which come from the native language, and which are autonomous? As a way to begin, think about whether learners of English whose L1 is not Arabic are likely to utter similar sentences.


1.5 CONCLUSION

In this chapter we have presented a series of basic definitions to help the reader begin the journey of the study of SLA. As has been seen, inherent in an analysis of IL data is a focus on the learner and on the processes involved in learning. In the following chapters we present additional information about ILs and variables found to be related to IL development.


POINTS TO REMEMBER

In this chapter, you have learned about:


•SLA is an interdisciplinary discipline by nature, drawing on and contributing to a number of other social sciences that study human behavior, such as linguistics, education, psychology, and many others. The questions asked in these and other fields and the means or methods used to answer those questions have had a substantial influence on the interests of SLA researchers.

•Many purposes exist for studying SLA and its numerous applications. Findings from SLA research are used to inform the practices and decisions made by language teachers and educational policymakers, among others.

•Terminology:


–NL;

–TL;

–SLA;

–Foreign language versus second language learning.


•Basic linguistic concepts:


–semantics;

–pragmatics;

–syntax;

–morphology;

–lexicon;

–sound systems/phonology.


•Nonnative-speaker knowledge and how it differs from native-speaker knowledge:


–quantitatively (e.g., breadth of vocabulary);

–qualitatively (e.g., conscious versus subconscious knowledge of structures and patterns).




Notes

1In reality, the picture is more complex, because there are language-learning situations where a variety of the language being learned is spoken widely, although for the most part it is not natively spoken (e.g., English in India).
2An * is used to indicate a form that does not or cannot exist in a language.
3Since the early 1970s a number of terms have been used to describe basically the same concept: approximative system (Nemser, 1971), transitional competence (Corder, 1967), idiosyncratic dialect (Corder, 1971), learner language (Færch, Haastrup, & Phillipson, 1984). Each of these terms has a slightly different focus. However, interlanguage is the most commonly used one.
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MORE TO DO AND MORE TO THINK ABOUT …


1.A teacher has drilled students in a structure called indirect questions:


Do you know where my book is?

Do you know what time it is?

Did he tell you what time it is?



As a direct result of the drills, all students in the class were able to produce the structure correctly in class. After class, a student came up to the teacher and asked, “Do you know where is Mrs. Irving?” In other words, in spontaneous speech only minutes after the class had ended, the student used the structure practiced in class incorrectly. Describe what you think the reason is for this misuse. Had the lesson been a waste of time? How would you find out?

2.Consider the differences between child language acquisition and adult SLA. Specifically, consider the example provided in example 1-2:


(1-2) I want the toy that the little boy is playing with.



 With regard to this sentence, we state in this chapter that:


A child could utter this fully formed sentence, which includes a relative clause (“that the little boy is playing with”), without being able to articulate the function of relative clauses (either this one, or relative clauses in general) and without being able to easily divide this sentence into its component parts. It is in this sense that the complex knowledge we have about our native language is largely unconscious.




 Do you think that this comment is also valid for adults learning a second language? Specifically, do you think that an adult needs to consciously learn the grammar of relative clauses before being able to use them spontaneously in IL? Take an example from your own language-learning or language-teaching experience and relate it to these child versus adult distinctions.

3.Create a list of some of the main reasons for the well-attested existence of fossilization in IL. Exchange your list with that of someone else and come up with a common list.

4.In section 1.3.3 we describe the types of knowledge that individuals have about sentences in their native language. We note that there is variation in native speakers’ acceptance of sentences, as in sentences 1-14 and 1-15:


(1-14) Have him to call me back.

(1-15) That’s the man that I am taller than.


Are these sentences acceptable to you? If not, what would you say instead? In what situations, if any, would you say these sentences? Consider how and when such variation might occur in terms of second language syntactic knowledge. If native speakers vary in what they think is or is not acceptable, how does that affect second language learning?


5.Below are English translations of compositions written by two schoolchildren in their native language (Tatar) and compositions written by the same children in Russian, their L2. In all instances, the children were describing a picture.


Child 1 (written in Tatar):

The long-awaited spring has come. The days are getting warmer and warmer. The blue sky is covered by white fluffy clouds. They skim like sailboats through the sky. The ice is breaking away on the river to the north. The birds have returned after having flown from us to a warm region. The apples have bloomed. Children are planting tomatoes, cucumbers, onions, and other vegetables. They are watering the trees. Azat is planting flowers. Rustam is watering the apples. The children are happily working in the garden. They are very happy.

Child 1 (written in Russian):

In the schoolyard there is a large garden. Children are digging in the earth. Children are working in the garden. In the garden there is a pine tree, an oak, and tomatoes. An apple tree is growing there. They are planting flower beds.

Child 2 (written in Tatar):

It was a beautiful spring day. The sun was shining. The birds who had returned from distant lands were singing. The trees were swallowed up by the greenery of the luxuriant spring foliage. The children have come into their garden. There the apple trees have already blossomed. Rustam is watering the flowers. The remaining children are planting vegetables. The teacher is watching the work of her pupils. She’s pleased with their work, she smiles.

Child 2 (written in Russian):

In the schoolyard there is a large garden. Children are working there. The garden is big. In the garden there are trees. A child is planting a tree. A child is pouring water from a watering pot. In the garden a poplar is growing.


What kind of information (e.g., descriptive or evaluative) do these children include in their TL descriptions of these pictures? In their NL descriptions of the pictures? What similarities/differences are there between the NL and TL versions of these pictures?

6.In pairs, answer “True” or “False” to the following statements. Justify your responses. Once you come to a consensus, compare your answers with those of another pair. Note that, in some of the cases, arguments can be made for a “true” response as well as a “false” response.


(a)Any child without cognitive disabilities can learn any language with equal ease.

(b)Learning an L2 is a matter of learning a new set of habits.

(c)The only reason that some people cannot learn a second or foreign language is that they are insufficiently motivated.

(d)All children can learn a second language accent-free.

(e)All human beings have an innate capacity to learn language.

(f)Vocabulary is the most important part of learning an L2.

(g)Vocabulary is the most difficult part of learning an L2.

(h)Instruction is a waste of time.

(i)Learning an L2 takes no more time than learning an L1.








 CHAPTER TWO

Where Do Data Come From?


2.1DATA TYPES

Data are the essence of what second language researchers work with, but the question of where data come from is a complex one. In this chapter we deal with some common issues in data collection. We point out that what we have selected here to discuss is only a very small number of data collection methods. We further point out that many, although not all, second language research methods have their origins in research methods from other disciplines, notably linguistics, child language acquisition, sociology, and psychology. It is also important to be aware of the fact that particular research questions will often lead to a particular research methodology. In other words, data collection methodologies can only be understood in the context of the research questions being posed. We begin this discussion with a general issue, that of longitudinal versus cross-sectional data.

With regard to longitudinal studies, there are four characteristics to be discussed: (a) number of subjects and time frame of data collection, (b) amount of descriptive detail, (c) type of data, and (d) type of analysis.

Longitudinal studies are generally case studies (although not always, as we will see later), with data being collected from a single subject (or at least a small number of subjects) over a prolonged period of time. The frequency of data collection varies. However, samples of a learner’s language are likely to be collected weekly, biweekly, or monthly.

Typical of longitudinal studies is the detail provided on a learner’s speech, on the setting in which the speech event occurred, and on other details relevant to the analysis of the data (e.g., other conversational participants and their relationship with the subject). The following is a description of one longitudinal study, reported in Hakuta (1974a).


The data come from a longitudinal study of the untutored acquisition of English as a second language by a 5-year-old Japanese girl (Uguisu). Her family lived in the United States for a period of two years while her father was a visiting scholar at Harvard, and they took residence in North Cambridge, in a working-class neighborhood.

(Hakuta, 1974a, p. 287)



Hakuta went on to describe that the children Uguisu played with “were her primary source of language input.” He also included a description of her school activity, saying that she went to “public kindergarten for two hours every day, and later elementary school, but with no tutoring in English syntax. Most of her neighborhood friends were in her same class at school” (Hakuta, 1974a, p. 287).

In most longitudinal studies (particularly those that are case studies), data come from spontaneous speech. This does not mean that the researcher does not set up a conversation to generate a particular type of data. It simply means that longitudinal studies do not fit into the experimental paradigm (to be discussed) of control group and experimental group. An important methodological question that arises in connection with spontaneous speech data collection is: How can a particular type of data be generated through spontaneous speech? Although there cannot be a 100 percent guarantee that certain designated IL forms will appear, the researcher can ask certain types of questions, in the course of data collection, that will likely lead to specific structures. For example, if someone were interested in the IL development of the past tense, learners could be asked during each recording session to talk about something that happened to them the previous day.

Analyses of data obtained through longitudinal studies (and particularly in case studies) are often in the form of descriptive, qualitative comments or narrative expositions. Although quantification of data may not be the goal of such studies, the researcher may report the frequency of occurrence of some language form. In the reporting of results from longitudinally collected data, there are likely to be specific examples of what a learner said and how their utterances are to be interpreted.

This type of data is highly useful in determining developmental trends, as well as in interpreting various social constraints and input influences on the learner’s speech. On the other hand, a major drawback concerns the time required to collect the data. Conducting a longitudinal study requires time for collecting data at regular intervals, as well as for transcription of the speech, which is ideally accompanied by extensive detail on the social, personal, and physical setting in which the speech event took place. A second drawback is related to the lack of generalizability. Given that longitudinal studies are often limited in the number of subjects investigated, it is difficult to generalize the results. It is also difficult to know, with any degree of certainty, whether the results obtained are applicable only to the one or two subjects studied, or whether they are indeed characteristic of a wide range of subjects, although for those working with longitudinal data, generalization is often not the goal. Rather, it is sufficient to know that a particular phenomenon has occurred. Another difficulty with spontaneously produced longitudinal data—and perhaps the most serious one—is that, when learners produce a form, there is no way of probing their knowledge any further than what they have produced spontaneously. This is particularly the case if the researchers themselves have not collected the data, or if the researchers have not generated specific hypotheses and are not predisposed to gathering information about specific forms of speech. For example, if, in a particular set of spontaneously elicited data, a learner only produces the present tense of verbs, does that mean that that is all the learner knows? We cannot interpret data only on the basis of what is actually present, because we do not know if absence of forms means lack of knowledge of forms.

A second type of data collection method involves cross-sectional studies. Here, too, there are four identifiable characteristics that are generally associated with such studies: (a) number of subjects and time frame of data collection, (b) type of data, (c) descriptive detail, and (d) analysis of data.

A cross-sectional study generally consists of data gathered from a large number of participants at a single point in time, the idea being that we are able to see a slice of development that is used to piece together actual development.

Unlike case studies, which are based primarily on spontaneous speech, cross-sectional data are often (but not always) based on controlled output. That is, the format is one in which a researcher is attempting to gather data based on a particular research hypothesis. The data, then, come from learners’ performance on some prespecified task.

The type of background information differs from what we have seen with longitudinal studies. Participants are not identified individually, nor is detailed descriptive information provided. A certain amount of background data is likely to be presented in tabular form, as in Table 2.1.


TABLE 2.1Typical Data Presentation in a Cross-Sectional Design



	
Language Background

	
	
No. of Participants

	
	
Gender

	
	
Age

	
	
Proficiency




	
Arabic

	
	
24

	
	
13 F; 11 M

	
	
22–26

	
	
8 Beg/8 Int/8 Adv




	
Spanish

	
	
24

	
	
12 F; 12 M

	
	
23–28

	
	
12 Beg/12 Adv




	
Japanese

	
	
24

	
	
11 F; 13 M

	
	
21–23

	
	
20 Beg/4 Adv






Because gathering cross-sectional data involves large numbers of subjects, there is typically an experimental format to the research, both in design and in analysis. Results tend to be more quantitative and less descriptive than in longitudinal studies, with statistical analyses and their interpretation being integral parts of the research report.

One can use a cross-sectional design to create a pseudolongitudinal study. In such a study, the emphasis, like that of a longitudinal study, is on language change (i.e., acquisition), with data being collected at a single point in time, but with different proficiency levels represented. For example, if one were investigating the acquisition of the progressive, one would want to know not just what learners can do at a particular point in time (because the question involves acquisition and not static knowledge), but also what happens over a period of time. One way of gathering such data is through a longitudinal study, carefully noting every instance in which the progressive is, or is not, used. Another way of gathering information about linguistic development would be to take a large group of individuals at three specified proficiency levels—let’s say, beginner, intermediate, and advanced—and give each group the same test. The assumption underlying this method is that comparison of these three groups would yield results similar to what would be found if we looked at a single individual over time. The extent to which this assumption is warranted is controversial.

One advantage to a cross-sectional approach is the disadvantage of longitudinal data: Given that there are large numbers of subjects in the former, it is more likely that the results can be generalized to a wider group. The disadvantage is that there may be insufficient detailed information about the participants themselves and the linguistic environment in which production was elicited. Both types of information may be central to an appropriate interpretation of the data. This criticism, of course, is not so much a problem with the research approach as it is with the way results are reported in the literature.

As noted earlier, longitudinal data are often associated with descriptive (or qualitative) data. Cross-sectional and pseudolongitudinal data, on the other hand, are often associated with quantitative or statistical measures. However, one can easily conduct statistical analyses on longitudinal data, and one can easily provide descriptive analyses of cross-sectional data. It is, furthermore, a mistake to assume that longitudinal data cannot be generalized. One may be able to put together a profile of learners based on many longitudinal studies.

Why would a researcher select one type of data collection procedure over another? What is most important in understanding this choice is the understanding of the relationship between a research question and research methodology. There are certain kinds of questions and certain kinds of external pressures that would lead one to select one type of approach to research over another. If, for example, one wanted to gather information about how nonnative speakers learn to apologize in a second language, one could observe learners over a period of time, noting instances of apologizing (either in a controlled experiment or in a naturalistic setting). On the other hand, one could use a cross-sectional approach by setting up a situation and asking large groups of L2 speakers what they would say. The latter forces production; the former waits until it happens. Although many would argue that the former is “better,” in that it more accurately reflects reality, it is also clear that one might have to wait for a considerable amount of time before getting any information that would be useful in answering the original research question. Thus, the exigencies of the situation often lead a researcher to a particular approach.

It would be a mistake to think of any of these paradigmatic boundaries as rigid; it would also be a mistake to associate longitudinal studies with naturalistic data collection. One can conduct a longitudinal study with large numbers of speakers; one can also collect data longitudinally using an experimental format. In a study on relative clauses, Gass (1979a, 1979b) gathered data from 17 L2 learners at six points in time (at monthly intervals). Thus, the study itself satisfied the typical definition of longitudinal. However, it did not satisfy the definition of a case study, as it did not involve detailed descriptions of the participants and did not include spontaneous speech. On the other hand, given the experimental nature of the study (which involved forced production of relative clauses), it more appropriately belongs in the category of cross-sectional. In other words, the categories we have described are only intended to be suggestive. There is much flexibility in categorizing research as being of one type or another.

We next take a look at two studies, both focusing on meaning, to give an idea of the range of data that one finds in SLA research.

First is a study by Kumpf (1984), who was interested in understanding how nonnative speakers expressed temporality in English. One way to gather such information is to present participants with sentences (perhaps with the verb form deleted) and ask them to fill in the blank with the right tense. This, however, would not give information about how that speaker uses tense in a naturalistic environment. Only a long narrative would give that information. Example 2-1 shows text produced by a native speaker of Japanese, taken from Kumpf (1984, pp. 135–136). The participant is a woman who had lived in the United States for 28 years at the time of taping. For the purposes of data collection, she was asked to produce a narrative account.




	
(2-1) 

	
First time Tampa have a tornado come to.

Was about seven forty-five

Bob go to work, n I was inna bathroom.

And … a … tornado come shake everything.

Door was flyin open, I was scared.

Hanna was sittin in window …

Hanna is a little dog.

French poodle.

I call Baby.

Anyway, she never wet bed, she never wet anywhere.

But she was so scared and crying’ run to the bathroom, come to me, and she tinkle, tinkle, tinkle all over me.

She was so scared.

I see somebody throwin a brick onna trailer

wind was blowin so hard

ana light … outside street light was on

oh I was really scared.

An den second stop

So I try to open door

I could not open

I say, “Oh, my God. What’s happen?”

I look window. Awning was gone.






With regard to temporality, there are a few conclusions that Kumpf draws from these data. One is that there is a difference between scene-setting information (i.e., that which provides background information to the story) and information about the action-line. These two functions are reflected in the use, or lack of use, of the verb to be with the progressive. In the scene-setting descriptions,—descriptive phrases such as wind was blowin, door was flyin open, Hanna was sittin in window—the past form of to be is apparent. However, when this speaker refers to specific events, no form of the verb to be was used (somebody throwin brick onna trailer).

A second finding from this study is the frequency with which certain types of verbs are marked with tense. The copula (to be) is tensed 100 percent of the time; verbs expressing the habitual past (used to) are tensed 63 percent of the time; and continuous action verbs (e.g., try) are tensed 60 percent of the time.

Could this information have been elicited through a controlled observation procedure? The first set of results (determining the differences between scene-setting and action-based information) probably not; the second set (frequency of verb tenses) probably could. In the first instance, it is difficult to imagine an experimental paradigm that would have elicited such information. In the second, one could more easily imagine setting up a situation (even using isolated sentences) in which the same results would have been obtained.

Because these data are limited to one speaker, one would like to know whether this is a general phenomenon or not. Even though one might not find precisely the same example of tense usage in other speakers, one can point to other data where such variability occurs within the space of seconds and with discernible motivation for each variety. This is exemplified in 2-2, taken from LaScotte and Tarone (2019, p. 103, original emphasis and punctuation style):




	
(2-2) 

	
Line Segment A (00:00–00:37). It’s the highest




	
1

	
J: | ... a student: who is from Africa | and I said:: “uh we have uh like {thirteen} no fourteen




	
2

	
degree in Celsius in summer” | and she saw:: “Oh. My. God. | What are you talking about,|




	
3

	
we only have twenty eight degrees.” |




	
4

	
D: (laugh)




	
5

	
J:   | {It’s} {it’s the highest}{wo highest} de highest temperature in Africa is twenty eight | and




	
6

	
we have the {average ge} average is {forty} forty degree.|






As LaScotte and Tarone point out, the NNS (J) omits the plural -s on “degree” when she is telling a story or is referring to herself (see lines 2 and 6), but when she is “enacting” the voice of another person, she is more accurate.

Results from studies such as these can be verified by attempting to force production from larger numbers of L2 learners. However, the fact that even one speaker made a distinction between the use of the verb to be and its nonuse suggests that this is a possible IL generalization. And the fact that an NNS made a distinction between the use and nonuse of the English plural marker also suggests this as a possible IL generalization. One question at the forefront of much SLA research is: Are the language systems that learners create consistent with what is found in natural language systems? This takes us back to the basic question: What are the boundaries of human languages? Given the primacy of questions such as these, the fact of a single individual creating a particular IL generalization (in this case, using or not using the verb to be to differentiate between two discourse functions) is enough to provide initial answers.

TIME TO THINK …


It is said that in quantitative research the research questions guide the study, but that in qualitative research the research findings often emerge from the data. How might the first set of results from the Kumpf study (determining the differences between scene-setting and action-based information) be an example of a research finding emerging from the data without a prior research question?

Let’s consider another study that gathers data within an experimental paradigm. Gass and Ard (1984) were concerned with the knowledge that learners have about various meanings of the progressive. Their database came from responses to four different tasks by 139 learners. In the first task, subjects were asked to judge the acceptability of sentences containing the various meanings of the progressive, as in 2-3 and 2-4 (Gass & Ard, 1984, p. 53):




	
(2-3) 

	
John is traveling to New York tomorrow.




	
(2-4)

	
John travels to New York tomorrow.






In the second task, the sentences were embedded in short conversations:




	
(2-5) 

	
mary: 

	
I need to send a package to my mother in a hurry.




	

	
jane:

	
Where does she live?




	

	
mary:

	
In New York.




	

	
jane:

	
Oh, in that case John can take it. John is traveling to New York tomorrow.






In the third task, there were again isolated sentences, although these were in groups of five. Again, acceptability judgments were asked for (2-6 through 2-10) (Gass & Ard, 1984, p. 53):




	
(2-6)

	
The ship sailed to Miami tomorrow.




	
(2-7)

	
The ship is sailing to Miami tomorrow.




	
(2-8)

	
The ship will sail to Miami tomorrow.




	
(2-9)

	
The ship sails to Miami tomorrow.




	
(2-10) 

	
The ship has sailed to Miami tomorrow.






In the fourth task, they were given a verb form and asked to write as long a sentence as possible including that form.

What was found was that there was an order of preference of different meanings for the progressive. For example, most learners ordered the various meanings of the progressive so that the most common use was to express the present (John is smoking American cigarettes now); the next was using the progressive to express futurity (John is traveling to New York tomorrow); the next was to express present time with verbs of perception (Dan is seeing better now); the next was with verbs such as connect (The new bridge is connecting Detroit and Windsor); and, finally, with the copula (Mary is being in Chicago now). The authors used this information to gain information about the development of meaning, including both prototypical meanings and more extended meanings. Through spontaneous speech alone (whether a case study or not), this would not have been possible. Only a forced-choice data task would elicit the relevant information. One should also note that controlled observations of spontaneous speech may underestimate the linguistic knowledge of a learner, particularly in those cases where the task is insensitive to the linguistic structure being elicited or is too demanding.

TIME TO THINK …


What do you think might be the difficulties of conducting a longitudinal study? What are the difficulties of conducting a cross-sectional study?

Have you participated in a research study? Was it longitudinal or cross-sectional?


2.2LEARNER CORPORA

There may be times when a researcher does not want, or does not need, to collect original data. For example, if one wants to know about the emergence of certain forms, an existing corpus of L2 data might be the most useful source. Additionally, many researchers are concerned with examining data from spontaneously produced contexts, rather than looking at experimentally produced data (see also section 2.3). Corpora allow this to happen.

The conceptual motivation behind the use of learner corpora is very similar to other empirical work in SLA in that it involves sampling learner language to be analyzed and then testing particular hypotheses or predictions regarding IL. A corpus-based approach, however, presents two major advantages that distinguish it from traditional techniques. First, learner corpora are manipulated and analyzed by computer, thus facilitating and automatizing much of the process. Of course, not all learner language is produced in an electronic format, and so a conversion from analog to digital is often necessary, a time-consuming and expensive task, particularly when the corpus consists of oral data. Second, learner corpora are generally much larger than non-corpus samples of learner data, often including over a million words. The International Corpus of Learner English (https://uclouvain.be/en/research-institutes/ilc/cecl/icle.html), for instance, has 3.7 million words. In addition to adding power to statistical analyses, large corpora enable researchers to more reliably assess the use of lexical items or structures that may be relatively infrequent in smaller samples of learner language. (See Figures 2.1 and 2.2 for examples of corpus data. Figure 2.1 shows uses of as by French-speaking nonnative speakers of English, and Figure 2.2 shows uses of as by Chinese nonnative speakers of English. Both are from Granger (2012).)



[image: ]

FIGURE 2.1Left-Sorted Concordance of As in French EFL Writing (Source: From “How to use foreign and second language learner corpora” by S. Granger, 2012. In A. Mackey & S. Gass (Eds.), Research methods in second language acquisition: A practical guide, p. 25. Malden, MA: Wiley-Blackwell. Reprinted by permission.)



[image: ]

FIGURE 2.2Left-Sorted Concordance of As in Chinese EFL Writing (Source: From “How to use foreign and second language learner corpora” by S. Granger, 2012. In A. Mackey & S. Gass (Eds.), Research methods in second language acquisition: A practical guide, p. 26. Malden, MA: Wiley-Blackwell. Reprinted by permission.)

Using corpora has the benefit of allowing longitudinal studies, certainly an area that is crucial to some theoretical traditions (e.g., Dynamic Systems Theory, discussed in section 10.6). Within a Dynamic Systems Theory account of SLA, it is crucial to see variability over a period of time in both the long and the short term. Even outside Dynamic Systems Theory, a number of studies have looked at SLA longitudinally. For example, Crossley, Salsbury, and McNamara (2010) were interested in polysemy (where two or more words are identical in form but not in meaning, as in bank where one deposits money and bank as in the side of a river).

The benefits of using corpus methods to analyze learner production have prompted researchers interested in a wide range of variables in SLA to investigate features found in both oral and written data. Corpora exist in many languages. For example, Durrant and Schmitt (2009) were able to compare collocations of L1 and L2 speakers, drawing from existing data in the International Corpus of Learner English (https://uclouvain.be/en/research-institutes/ilc/cecl/icle.html). Others develop their own corpora in order to address a particular question or measure a particular phenomenon not sufficiently present in an existing corpus. The research team who created the Spanish Learner Language Oral Corpora 2 (SPLLOC 2: www.splloc.soton.ac.uk/splloc2/index.html; Domínguez, Hicks, & Slabakova, 2019), for example, had a very specific interest—acquisition of tense and aspect morphology in L2 Spanish—and collected learner production to answer a set of questions determined a priori. Still others cast a wider net in collecting learner-produced texts to enable a variety of questions related to learner language to be addressed. Collentine and Asención-Delaney’s (2010) corpus comprises writing by first-, second-, and third-year learners of Spanish, totaling 432,511 words. Their 2010 study examined copula (the verb to be) choice in L2 Spanish in conjunction with a range of co-occurring features, both morphological and syntactic in nature. In addition to morphosyntax and lexis, corpus techniques have also been used to study L2 discourse beyond the sentence level (e.g., cohesion; Shea, 2011). Chinese language corpora are also plentiful. As an example, a 1.2 million-word cross-university corpus was developed by Guangdong University of Foreign Studies and Lancaster University (Guangwai-Lancaster Chinese Learner Corpus) which contains both spoken and written tokens. One recent use of this database was to investigate the acquisition of the Chinese particle le by second language learners (Xu, Lu, & Brezina, 2019).

The main steps in carrying out a study using a learner corpus are as follows (see also Granger, (2012):


1.Selecting and/or compiling learner production: Does a suitable corpus already exist? How large does the corpus need to be, and how many unique learners and/or L1s are needed? (Although English is the best-represented language, L2 corpora have also been collected in Dutch, Finnish, French, German, Italian, Korean, Norwegian, Slovene, Spanish, and Swedish, among other L2s.) Would naturalistic/authentic production work, or are specific tasks required to elicit targeted linguistic features?

2.Annotating the data (optional): Does the corpus need to be tagged for parts of speech or other features? If so, is the grammatical or error tagger able to handle the irregularities of nonnative production?

3.Extracting data: What type of data is to be extracted (usually using a concordance program)? Collocations? Frequency counts? Relative error types (e.g., vocabulary, grammar, spelling) in a particular linguistic environment? This step often involves examining key words in context (KWICs) produced by the concordancing software.

4.Analyzing and interpreting: What is the focus of the analysis? What do the data say about L2 use and/or the predictions of theory that motivated the analysis?


The electronic format of corpus data and the culture of corpus-based research encourage scholars to make their data sets available online to be searched and analyzed by other researchers. SPLLOC 2 (www.splloc.soton.ac.uk/splloc2/index.html) and the French Learner Language Oral Corpora (FFLOC, www.flloc.soton.ac.uk/) for instance, can be freely accessed and downloaded from the project website and searched using a number of criteria related to particular participants, tasks, and language forms of interest. Myles (2008) argued that there should be consistency with the conventions used for transcribing and analyzing data. In fact, studies using both the Spanish and French corpora, and many others, have followed the Child Language Data Exchange System (CHILDES) transcription format (https://childes.talkbank.org), so that the data are ready to be used with the CHILDES software, Child Language Analysis (CLAN), which is also free, to carry out a variety of analyses. Additional corpora that are freely available and searchable online include the International Corpus of Crosslinguistic Interlanguage (ICCI: www.perezparedes.es/the-international-corpus-of-crosslinguistic-interlanguage-icci-2) and the Corpus parlato di italiano (http://elearning.unistrapg.it/osservatorio/corpus/frames-cqp.html), among many others. Other researchers, labs, and organizations make their corpora available upon request (e.g., the BUiD Arab Learner Corpus) or for purchase (e.g., The International Corpus of Learner English: www.i6doc.com/en/collections/cdicle/). Another important corpus is LANGSNAP (Social networks, target language interaction, and second language acquisition during the year abroad: A longitudinal study), which focuses on the learning of French and Spanish. As their website shows (http://langsnap.soton.ac.uk), the database addresses the following:


The specific aims of the LANGSNAP project were to document the development of advanced level students’ knowledge and use of L2 French or L2 Spanish over a 21-month period including a 9-month stay abroad, and to make the resulting learner corpora available freely to the international research community. In addition, the LANGSNAP team set out to investigate:


•The longitudinal acquisition of French and Spanish during residence abroad;

•learners’ evolving social networks while abroad;

•factors influencing type and amount of language engagement abroad;

•the kinds of learning opportunities afforded by target language interaction in a year abroad context;

•the relationships between social networking, social interaction and language learning.



Corpora are not static and can be added to over time. In fact, Tracy-Ventura and Huensch (2018, p. 155) discuss their contributions to LANGSNAP (known as LANGSNAP 3.0). They added new data based on “new data from the same participants to investigate the detailed processes of attrition/maintenance/development after return from study/residence abroad and post target-language instruction.”

Using existing data presents many obvious logistical advantages as opposed to designing and collecting a corpus from scratch. There are some significant drawbacks, however. Researchers who utilize existing corpus resources have no control over annotation on tasks or participant demographics, and, of course, they are limited to the tasks or instruments used by other researchers in collecting the corpus, which may or may not elicit features of interest.

TIME TO DO …


Locate an L2 corpus of a language you are interested in and search for a particular word. Look at the results of how learners have used this word. Consider how you could use a learner corpus in an L2 study.

Tracy-Ventura and Huensch (2018) discuss a number of problematic issues and considerations that must be part of data collection and preparation—for example, what should be included in order to make the data useful to future researchers. In other words, what needs to be or should be annotated when a corpus is publicly shared, with anonymity being a concern?


2.3DATA ELICITATION

In addition to learner corpora, there are numerous ways of eliciting L2 data. As we mentioned earlier, many, but not all, have their origins in other disciplines. In the preceding section we discussed corpus data. In this section, which is not intended to be inclusive, we present kinds of data and data elicitation methods that have been used in L2 studies (see Gass & Mackey, 2007, for more detailed coverage).


2.3.1Measuring General Proficiency

Thomas (1994), based on a survey of the literature, has identified four common ways of assessing proficiency: (a) impressionistic judgments, (b) institutional status (e.g., first semester of second-year French), (c) specific research-designed tests, and (d) standardized tests. Because there are so many ways to measure proficiency, the field of SLA is left with considerable difficulty in comparing studies. This is unlike the field of child language acquisition (see section 2.6 and Chapter 4), in which there is a well-accepted means of judging where a child is on the developmental scale.

Tremblay (2011), in a survey of published articles in two well-regarded SLA journals, found that only 36.8% of the studies used an independent measure of assessment. Other so-called measures of assessment were informal at best. For example, 60.4% used only classroom level or years of instruction; 18.7% used some existing proficiency score which may or may not have been recent; 24.2% used length of residence; 7.7% used self-assessment. It is clear that homogeneity of a group—for example, students in a classroom—is rarely, if ever, the case (see Lowie & Verspoor, 2019). Yet, as a precursor to a study, we often want to know where one might stand on a scale of overall proficiency. This is so in cases where one might want to conduct a pseudolongitudinal study in which development from beginning levels to more advanced levels is compared. Or, if one wants to compare two groups on some measure, one would probably want to ensure that the two groups are equal. There are a number of ways to do this. One way is through standardized language tests. These instruments can also be (but not often are) used as a source of L2 data (see the work of Ard & Homburg, 1983, 1992, discussed in Chapter 5).

Standardized language tests are often used as gauges for measuring proficiency levels. For example, one might categorize a group of advanced learners as those who have a TOEFL (Test of English as a Foreign Language) score above a certain level. Even with standardized tests, however, there is no absolute, accepted cutoff point for advanced, intermediate, beginner, and so forth. In fact, one difficulty in comparing SLA studies is that, because there is no accepted cutoff point, one researcher’s advanced category may correspond to another’s intermediate category. This is not the case with standardized measures, such as the Common European Framework of Reference, the American Council on the Teaching of Foreign Languages, or the Interagency Language Roundtable, where certain values are associated with descriptors of what it means to reach a particular level.

Another way of categorizing proficiency levels is through “seat time,” that is, how much time one has spent studying a particular language (Zyzik, 2006; Gass & Lee, 2011). It is obvious that just studying a language does not guarantee similar proficiency levels at the end. It is for this reason that researchers might opt for two degrees of separation: for example, first-year Spanish versus third-year Spanish, as in Gass and Lee (2011). Often descriptions of seat time are accompanied by more detailed information about participants’ backgrounds (e.g., time studied prior to university in cases where the study is conducted at the university level). Gutiérrez (2013) provides one such example of a researcher who gives details about the students in their study. Of course, this does not replace the important role of external testing to assess proficiency.


The participants were enrolled in one of two university-level courses of L2 Spanish and had returned a signed consent form. Twenty-nine of the participants were near the end of their third term of Spanish language instruction at the university; this level of instruction is intended to help learners develop their proficiency to a level similar to the A2 level of the Common European Framework of Reference (CEFR). The other 20 participants were close to completing their fifth term of Spanish language training; the goal is for learners to have reached a level similar to the B1 level of the CEFR at this point in their L2 development. All the participants were nonnative speakers of Spanish. Twenty-two participants had taken Spanish language courses prior to university, most of them in high school. Forty-one participants started Spanish language training at the beginners’ level at university, including 14 of the 22 who had taken Spanish previously but who did not meet the proficiency requirements of the intermediate level. The remaining eight participants had been placed in intermediate-level courses.

(Gutiérrez, 2013, pp. 430–431)



Self-proficiency ratings are sometimes used to gauge relative proficiency. Learners might self-evaluate in terms of their abilities in various skills (listening, reading, writing, and/or speaking). Much of the literature on self-assessment addresses concerns related to the value of self-reflection, motivation, and independence, thereby having an indirect impact on learning (De Saint Leger, 2009; Butler & Lee, 2010). However, there are instances when a self-assessment tool is used in the absence of other objective measures. Studies such as Ross (1998), LeBlanc and Painchaud (1985), and Malabonga, Kenyon, and Carpenter (2005) suggest that such measures can be valid, but also note that the instrument needs to be carefully designed (see Butler & Lee, 2006). In more recent studies (Brown, Dewey, & Cox, 2014; Dolosic, Brantmeier, Strube, & Hogrebe, 2016; Tigchelaar, 2018), have found self-assessment of oral skill to be valid and reliable. Ma and Winke (2019) found that self-assessments were more related to actual proficiency levels for beginning and more advanced learners. This is not dissimilar to the results from Dolosic et al. (2016), who found differences between early and later learners.


2.3.2Measuring Nonlinguistic Information

Many studies do not involve actual language data, but rather deal with aspects of individuals—for example, aptitude, attitude, motivation, learning styles, and personality characteristics. There are many ways of gathering information about these attributes. We discuss a few below.

Questionnaires are commonly used to gain information about attitudes a learner may have toward language learning, either generally or toward the learning of a specific language (see Chapter 15). They are particularly useful when a large amount of data is desired. A standard questionnaire was developed by Gardner and Lambert (1972) and has been modified in numerous studies since. A sampling of the types of questions included is given below:

I am studying French because:


(a)I think it will someday be useful in getting a good job.

(b)I think it will help me to better understand French people and their way of life.

(c)It will allow me to meet and converse with more and varied people.

(d)A knowledge of two languages will make me a better educated person.

(e)Any other personal reason.


Another type of information is gained by asking participants to indicate their support (from strongly in favor to strongly against), on a six-point scale, for the following:


1.In the United States today, public officials aren’t really very interested in the problems of the average person.

2.Having lived this long in this culture, I’d be happier moving to some other country now.

3.Compared to the people of France, Americans are more sincere and honest.

4.Family life is more important to Americans than it is to people in France.


Attitudinal ratings are also used in research on motivation and attitudes. Individuals are given polar opposites and asked to judge their impressions of a group of people (e.g., French people from France) on a seven-point evaluational scale:




	
(a) Interesting

	
__:__:__:__:__:__:__

	
Boring




	
(b) Prejudiced

	
__:__:__:__:__:__:__

	
Unprejudiced




	
(c) Happy

	
__:__:__:__:__:__:__

	
Sad




	
(d) Hardworking 

	
__:__:__:__:__:__:__ 

	
Lazy






Most questionnaires are typically done using paper and pencil, although, with the advent of such websites as Survey Monkey and Qualtrics, web-based questionnaires are becoming easier to construct and, hence, easier to administer (see Thompson, Li, White, Loewen, & Gass, 2012, for an example of a web-based survey used to gain information about SLA graduate programs). Wilson and Dewaele (2010) discuss web-based questionnaires from the perspective of L2 research (see also Gosling, Srivastava, Pand, & John, 2004; Buchanan, Johnson, & Goldberg 2005). They point to issues of participant selection, validity, reliability, and quality. Obviously, some of the same issues that pertain to all questionnaire designs are also relevant for web-based questionnaires. However, there are a few factors to consider when deciding whether to do a web-based or a paper–pencil questionnaire. For example, the following are advantages of using web-based surveys:


•cost;

•ability to reach a wider audience;

•data can be transferred directly onto a spreadsheet.


However, there are disadvantages as well:


•There is often little control over participants.

•It restricts participants to those who are computer-literate and who have ready access to computers.

•With very large sample sizes, one might find significant associations just because of the large sample and not because of a meaningful association.


Another entry onto the scene of data collection is Amazon’s Mechanical Turk (referred to as MTurk). An advantage of MTurk is that it has an international reach which allows one to collect data from a range of participants with a range of background variables (e.g., age, learning contexts). Follmer, Sperling, and Suen (2017) refer to studies that show reliability of this data source (see further discussion in Spinner & Gass, 2019, pp. 86–87; Mackey & Gass, 2016, pp. 40–43).


2.3.3Verbal Report Data

There are times when researchers are interested in cognitive processes during language use. For this, they return to verbal reports, which can take a number of forms. Generally speaking, verbal reports are tools used to understand the cognitive processes involved when participants perform a task. To gather such data, individuals are asked to verbalize what they are thinking about as they are performing a specified task. Verbal reports, which have been used in a wide range of fields including psychology, business, math, to name just a few, can illustrate individual differences in approaching a problem. Van Someren, Barnard, and Sandberg (1994), through the think-aloud example detailed below, show that two individuals thinking aloud as they carry out a task reach the same conclusion by very different routes—in this case, one that is straightforward (and shorter) and uses algebra, and another one that appears somewhat circuitous, peppered with “guesses” and logic.

EXAMPLE


Problem to be solved

A father, a mother, and their son are 80 years old together. The father is twice as old as the son. The mother has the same age as the father. How old is the son?




	
Student 1

	
Student 2




	
  1. a father, a mother and their son are together 80 years old

  2. the father is twice as old as the son

  3. the mother is as old as the father

  4. how old is the son?

  5. well, that sounds complicated

  6. let’s have a look

  7. just call them F, M and S

  8. F plus M plus S is 80

  9. F is 2 times S

10. and M equals F

11. what do we have now?

12. three equations and three unknowns

13. so S …

14. 2 times F plus S is 80

15. so 4 times S plus S is 80

16. so 5 times S is 80

17. S is 16

18. yes, that is possible

19. so father and mother are 80 minus 16

20. 64

21. er …32

	
  1. father, mother and son are together 80 years old

  2. how is that possible?

  3. if such a father is 30 and mother too

  4. then the son is 20

  5. no, that is not possible

  6. if you are 30, you cannot have a son of 20

  7. so they should be older

  8. about 35, more or less

  9. let’s have a look

10. the father is twice as old as the son

11. so if he is 35 and the son 17

12. no, that is not possible

13. 36 and 18

14. then the mother is

15. 36 plus 18 is 54

16. 26 …

17. well, it might be possible

18. no, then she should have had a child when she was 9

19. oh, no

20. no the father should, the mother should be older

21. for example 30

22. but then I will not have 80

23. 80 minus 30, 50

24. then the father should be nearly 35 and the son nearly 18

25. something like that

26. let’s have a look, where am I?

27. the father is twice …

28. the mother is as old as the father

29. oh dear

30. my mother, well not my mother

31. but my mother was 30 and my father nearly 35

32. that is not possible

33. if I make them both 33

34. then I have together 66

35. then there is for the son …24

36. no, that is impossible

37. I don’t understand it anymore

38. 66, 80

39. no, wait, the son is 14

40. almost, the parents are too old

41. 32, 32, 64, 16, yes

42. the son is 16 and the parents 32, together 80






Van Someren et al., 1994, pp. 5–6



TIME TO DO …


Are all language skills susceptible to think-alouds? Why or why not? If not, which ones are better suited for think-aloud protocols?

What is the role of the L1? Is it as easy to do a think-aloud in the L1 as in the L2? What are some of the issues?

How difficult do you think it would be to do a think-aloud?

Read the following passage (The International, August 6, 2012, produced by Headland Media) and verbalize your thoughts as you encounter words/phrases you don’t know:


But Prior took over the attacking role played by Pietersen on Saturday, cracking eight fours before he was ninth man out, top-edging a sweep against leg-spinner Imran Tahir to deep fineleg.

Kemar Roach, voted player of the series, missed a half century as he was the only wicket to fall on the day, caught for 41 by Tim Southeee of the bowling of Kane Williamson, who induced an outside edge as the hosts claimed their first Test series against the tourists in 16 years.




In what follows, we deal with three general areas of verbal reports: think-alouds, stimulated recalls, and post-production interviews.


2.3.3.1Think-Alouds 

The example above represents a think-aloud protocol. During think-alouds in L2 research, learners may be presented with a task and asked to perform it. The examples below demonstrate the type of protocol obtained in a reading study (Cohen & Upton, 2007) and a writing study (Sachs & Polio, 2007).

The examples below (2-11, 2-12, and 2-13) from Cohen and Upton (2007, p. 16) demonstrate three types of reading behavior. The examples come from a reading subtest of the TOEFL exam, which consists of a reading passage followed by comprehension questions. (Bold text indicates verbal reporting.)




	
(2-11)

	
Strategy: jumping immediately to the word in the context of the passage before looking at the options to try to get a sense of the word’s meaning.




	

	
Well, this word rate. [Returns to passage.] Oh, when they report




	

	
positive feelings, and rate cartoons, they become even happier.




	
(2-12)

	
Strategy: reading a portion of the passage carefully.




	

	
seep seep I don’t know this word. Let’s go to the sentence in the text.




	
(2-13)

	
Strategy: using the understanding of the sentence and paragraph meaning to help select which option was the correct synonym or discard options that weren’t.




	

	
I am sure that “obviously” doesn’t make sense. It’s either “easily” or “intelligently.” For sure not “frequently” … I think it’s “easily” because it’s something about the effectiveness of the machine. “Easily” makes more sense in the passage.






As these examples show, one is able to see a range of strategy use through the verbalizations of these learners.

The following example concerns writing, particularly reformulations (Sachs & Polio, 2007). Participants wrote a story based on a picture-story. Reformulations were given to the participants, and they compared their versions with the reformulated version, producing a verbal protocol as they were making their comparisons. The following day, participants revised their story. The think-alouds provided the researchers with information to allow them to detect places where there was awareness of original problems and consequent changes. This is exemplified in 2-14.




	
(2-14)

	
Original sentence:

One day, he noticed that his tummy is kind of terrible by looking at the mirror.

Reformulated sentence:

One day, while looking in the mirror, a man noticed that his tummy looked pretty terrible.

Think-aloud:

Ok, um, uh, I wrote, first of all, I wrote, he noticed that his tummy is kind of terrible, but native speaker’s one is first of all, while looking in the mirror, a man noticed that his tummy looked pretty terrible, terrible. Mmm … I don’t know why, I think … first of all, when I wrote this, I thought this is, I tried to write sentence … correctly, so I don’t know why this is, why they, there is difference. Hm. By looking at the mirror, and while looking at the mirror, while looking. Ah, and I also didn’t know that when I used, when somebody uses the word while, I thought a person has to put sub-subject while and looking. So … that’s my, that’s what I notice.

Revised sentence:

One day, while looking in the mirror, a man noticed that his tummy looked pretty terrible.










On the day following the protocol, participants were given only their original story and were asked to write a revised story. As can be seen, the participant in the example above without a doubt noticed the changes that were made in the reformulation (particularly the word while) and incorporated them in the revision.


2.3.3.2Stimulated Recall 

Stimulated recall (see Gass & Mackey, 2000, 2017 for a detailed account of this methodology), a type of verbal report, differs from think-alouds in that the latter are performed during a task, and stimulated recalls, as the name implies, are performed after a task and, importantly, there is a “stimulus” from the task to help the participant recall his/her thought processes during the preceding task.

Think-alouds are most often successful during reading or writing tasks and virtually impossible during oral tasks, because, quite obviously, one cannot perform an oral task and simultaneously talk about one’s thoughts. It is for this reason that stimulated recalls have become common in studies of oral communication. In such instances, a task is performed (and either audio- or video-recorded). As soon as possible after the task, a researcher reviews the audio or video (the stimulus) with the participant and asks the participant what he/she was thinking about during the task (not at the time of questioning, but at the time that the task was being performed). One needs to remember two important features of stimulated recalls: (1) There is a stimulus to jog the participant’s memory; this is generally a video or an audio of the event, or, in writing research, something that the person has handwritten or typed, and (2) The learner must verbalize his/her thoughts that occurred during the original task. The accuracy of this verbalization is often difficult to ensure, but having a stimulus and carrying out the recall exercise close to the original event maximize the likelihood that thought processes are as accurate as possible. It is often the case that recalls take place within minutes of the original event, with the interaction being recorded, and the participant viewing/listening to a video/audio immediately after the event and responding to questions. Finally, the questions asked are important. A question such as “What were you thinking about when you said that?” is appropriate; a question such as “What are you thinking?” is not appropriate, because the time frame being asked about (during the event or at the moment of questioning) is not clear.

Below is an example taken from an experiment (Mackey, Gass, & McDonough, 2000) that used stimulated recall following an interactive task in which an NS and an NNS attempted to discover differences between two similar pictures. Examples 2-15 and 2-16 contain data from that study that show the kinds of thought processes that learners go through when they are receiving corrective feedback—in other words, feedback that lets them know that they have said something ungrammatical. In the first instance, the learner understood that three? indicated a problem. In the second example, taken from the same study, but with learners of Italian, the learner did not understand that a correction had been made.




	
(2-15) 

	
NNS:

	
Three key.




	

	
INTERVIEWER:

	
Three?




	

	
NNS:

	
Key er keys.




	

	
recall:

	
After “key” again, I make a little effort to say “keys” because you have three. I was thinking try a little better English.




	
(2-16)

	
NNS:

	
C’è due tazzi.




	

	
	
“There is two cups (masc., plural)” 




	

	
interviewer: 

	
Due tazz—come?




	

	
	
“two cup—what?”




	

	
NNS:

	
Tazzi, dove si puó mettere tè, come se [sic] dice questo? “Cups (masc. plural) where one can put tea, how do you say this?”




	

	
interviewer:

	
Tazze?




	

	
	
“cups (fem. plural)?”




	

	
NNS:

	
Okay, tazze.




	

	
	
“Okay, cups (fem. plural)”




	

	
recall:

	
I wasn’t sure if I learned the proper word at the beginning.






Thus, in the second example the learner was focused on the actual word rather than the ending, whereas the interviewer was intending to correct the ending. It is through stimulated recall that this mismatch was revealed.

We now present examples of recall data from the Mackey et al. (2000) study, reported in Gass and Mackey (2000), that had to be discarded, because the validity of the data was questionable. As will be seen, it is very easy to confuse the time frame.

In example 2-17 the focus is on the time of the recall versus the time of the initial event (Gass & Mackey, 2017, p. 71):




	
(2-17) 

	
NNS:

	
He also standing.




	

	
NS:

	
He’s standing.




	

	
NNS:

	
Yeah.




	

	
recall prompt:

	
Why did she repeat it after you?




	

	
recall response: 

	
Because I still speak lower … and maybe she don’t understand.




	

	
interviewer:


	
She doesn’t hear?





	

	
RESPONSE (NNS):

	
Yeah.




	

	
interviewer:

	
She doesn’t hear or doesn’t understand.




	

	
response (NNS):

	
Doesn’t hear.




	

	
interviewer:

	
Why does she say that?






In this instance, the interviewer only used the present tense and never mentioned the actual interactive event. This caused great difficulty, and the recall was not useable as a reflection of the learner’s thoughts during the original interaction. In example 2-18 (Gass & Mackey, 2017, p. 71) the interviewer asked a clarification question, not a question related to the recall:




	
(2-18)

	
NNS:

	
Two people, three people is in the sea.




	

	
interviewer: 

	
All three people are in the sea.




	

	
NNS:

	
The sea.




	

	
recall:

	
I used I said people is three people is in the sea but I have to say people are.




	

	
interviewer

	




	

	
comment:

	
Did you understand that then?




	

	
recall:

	
Yeah?






The first recall comment is an explanation of what was wrong in the original interaction, but is not a recall comment. The interviewer tried to get back on track, but it was too late; the focus was already on the present. Finally, the question at the end, “Did you understand that then?”, was leading. A more neutral question, such as “What were you thinking when she said ‘all three people are in the sea’?”, would have been more appropriate.

TIME TO THINK …


Brainstorm some ways in which you could ask the question “What were you thinking when you said …” if you were conducting a stimulated recall. How can you avoid leading questions?

The above examples show how delicate and difficult data using stimulated recalls can be.


2.3.3.3Post-Production Interviews 

To illustrate this source of data collection, we turn to the study by Sachs and Polio (2007). Recall that they were concerned with how written feedback was used in revisions. In addition to looking at actual data (feedback and revisions), they wanted to get additional information that could not be obtained with empirical data alone. For example, one of their questions was “Which activity was the easiest for you to do?” One response was:


I think correction activity is more understand. Easier, more easier. Because more familiar, I think, more familiar, when I watched this paper, I feel it’s more familiar. And … when I watched this paper, I felt, I recognized, this is wrong and this is right. I felt like that, so I think correction activity is more easy.


For those interested in teaching, it is of course important to know what type of revision is ultimately more useful for development, but it is also useful to know what learners’ attitudes are toward various activities.


2.3.4Narrative Inquiry

Narrative inquiry is most frequently associated with identity research and generally consists of interviews in which participants are encouraged to give a narrative involving their language-learning and language use experiences. As such, it serves as a window into the world of an individual and provides information about the learner’s perspective on learning and use. Within this framework, researchers collect narratives (e.g., stories) and analyze them as to their role in language learning. It is a way in which one can understand the experiences of a language learner. An example from second language research comes from Barkhuizen (2017), who collected stories from Hong Kong students who were studying abroad in New Zealand. An excerpt from an interview with one Hong Kong student (Max [M:]) following his study abroad experience appears in example 2-19 (Barkhuizen, 2017, pp. 109–110):




	
(2-19)

	

	




	
1

	
M: 

	
but spending time in New Zealand




	
2

	
	
and also for example that international night




	
3

	
	
those kinds of experiences




	
4

	
	
they all built up my overall confidence




	
5

	
	
and I mean apart from that experience is also when we were discussing in




	

	
	
tutorials in uni




	
6

	
	
because in the tutorials in the universities in Hong Kong




	
7

	
	
the tutors are always the one who’s speaking




	
8

	
	
but not the students




	
9

	
	
when they do discussions very quiet




	
10

	
	
they might open up more when they’re divided into smaller groups like in




	

	
	
four five




	
11

	
	
which most tutors do




	
12

	
	
they divide us into small groups




	
13

	
	
and they talk amongst each other




	
14

	
	
but when I was in [name of university] everybody was very outspoken




	
15

	
	
they’re very confident about their knowledge




	
16

	
	
even though they might not know everything




	
17

	
	
but at least that’s what I like




	
18

	
	
or that’s what I admire about the English-speaking society as a whole




	
19

	
	
because people at least what they showed to other people




	
20

	
	
is that their confidence is much higher than us




	
21

	
	
especially in the English-speaking environment




	
22

	
	
because I don’t know about other Asian countries




	
23

	
	
but for Hong Kong young people




	
24

	
	
whenever they are encountering not just English environments




	
25

	
	
but especially in English environments




	
26

	
	
is that they are not very outspoken




	
27

	
	
in tutorials like even they know the answer




	
28

	
	
or they have a lot of opinion about that topic




	
29

	
	
they tend not to speak up




	
30

	
	
so in the experience that I have in [name of university]




	
31

	
	
I thought ok everyone has their opinion




	
32

	
	
why not share it to everyone




	
33

	
	
and who knows other people might like your opinion




	
34

	
	
they might agree with




	
35

	
	
so there’s also a big part of building my confidence there




	
36

	
	
to be more outspoken yeah




	
37

	
	
but also back to what I said about becoming my old self




	
38

	
	
sometimes when I feel lazy I became the quiet one again




	
39

	
	
so it fluctuates




	
40

	
	
but it definitely put a seed inside me




	
41

	
	
and sometimes I remind myself ‘ah I should become more of the me that I




	

	
	
was in New Zealand’






As can be seen from this excerpt, there are many issues that relate to identity. In particular, Barkhuizen (2017, p. 111) concludes that this type of research methodology has allowed him to see: “1) identity-related aspects of second language proficiency, 2) linguistic self-concept, and 3) language-mediated aspects of personal development.”


2.3.5Language Elicitation Measures

As noted earlier, many researchers are concerned not with experimentally produced data, but with language that occurs in spontaneous situations. In an attempt to approximate naturally occurring, spontaneous data, researchers often ask a subject to tell a story, to provide an oral or written report on a movie, to write a composition, or to converse with a partner. Although there may be some controls exerted on the type of data obtained, it is largely unpredictable in terms of specific grammatical structures and may underestimate the linguistic knowledge of the learner. For this reason, specific elicitation techniques are frequently adopted. We turn to these in the following sections.


2.3.5.1Elicited Imitation 

One common technique of data collection is known as elicited imitation. As the term implies, this is a technique whereby a subject hears a sentence (often recorded) and then is asked to repeat it exactly. If the sentence is long enough, the learner will not be able to hold it in short-term memory long enough to repeat it. It is, therefore, stored as a semantic unit, and the learner imposes his or her own syntax on the sentence in attempting imitation. This then gives the researcher an indication of the structure of the learner’s grammar. An example is given in 2-20 (Flynn, 1987, p. 150):




	
(2-20)

	
stimulus: 

	
The doctor called the professor when he prepared the breakfast.




	

	
response:

	
The doctor called the professor and the doctor prepared the breakfast.






These data are tightly controlled with regard to the type of structure one is attempting to gain information about. Like all elicitation measures, this one has its limitations and weaknesses. Some are not unlike those found in all experiments, namely the need to ensure an appropriate number of examples of each structure and the need to ensure comparable sentences (e.g., in terms of lexical difficulty, length, and phonological difficulty). Precisely what type of knowledge is reflected in an elicited imitation task is controversial. Do the results reflect a learner’s underlying competence? Or are there task-performance issues, such as the learner’s auditory and articulatory capabilities, that interfere (Chaudron & Russell, 1990)? Recent interest in this technique and an examination of its theoretical underpinnings can be found in Solon, Park, Henderson, and Dehghan-Chaleshtori (2019) and Deygers (in press).


2.3.5.2Judgments 

Perhaps one of the most controversial methods of doing L2 research is through the use of intuitional data, also known as judgments (see Spinner & Gass, 2019). Broadly speaking, the term intuitional data refers to a type of metalinguistic performance. Participants in a study are asked about their intuitions (or judgments) as to whether or not a given sentence is acceptable (either linguistically or in a particular context). From this, one gains information about metalinguistic knowledge. For example, learners of English might be given sentences such as the those in examples 2-21 through 2-26 and asked whether they are good English sentences:




	
(2-21)

	
He remembers the man who his brother is a doctor.




	
(2-22)

	
We respect the man with whom you danced with him.




	
(2-23)

	
He likes the girl who her uncle is a baseball player.




	
(2-24)

	
He laughed at the boy whom he is taller than him.




	
(2-25)

	
John admires the woman for whom you wrote the letter.




	
(2-26)

	
He met the man whom you recommended.






Intuitional data have been widely used in SLA research, and yet, more than other research methods, they have been the subject of controversy. Historically, a considerable amount of SLA research has been (and continues to be) motivated by theoretical principles drawn from the field of linguistics. Along with this theoretical background have come methodologies typically used in linguistics. Primary among these methodologies for collecting linguistic data from native languages is that of grammaticality or acceptability judgment tasks.1 It is now commonplace for scholars not only to think about language in terms of language use in everyday communicative situations, but also to examine language “as an object of analysis … in its own right” (Cazden, 1976, p. 603). Grammaticality judgments are one (but certainly not the only) form of metalinguistic performance, or language objectification.

In other words, one way of objectifying language is to state whether a given sentence is acceptable or not. What information can that give us? Native speakers’ responses are used to infer the grammatical properties of a given language. That is, they are used to determine which sentences can be generated by the grammar of a language. Although this could conceivably be done by simple observation of spontaneous speech, judgment data can reveal more about a language than production data alone. For example, if a native speaker of Italian utters sentence 2-27, one can infer that that language has the word order of subject–verb–object (SVO):




	
(2-27)

	
La bambina 

	
guarda 

	
il giocattolo




	

	
the baby

	
looks

	
at the toy






However, with production data alone, one knows little more. One does not know what other kinds of word orders that language may or may not have. One does not know if the example in 2-28 is also possible:




	
(2-28)

	
Mangio

	
io 

	
la pasta




	

	
eat

	
I

	
the pasta




	

	
“I eat the pasta.” 

	

	






In fact, verb–subject–object (VSO) order is also possible in Italian,2 a fact that may or may not be revealed by production data alone (at least not by spontaneous production data). A judgment task, on the other hand, will not miss this fact. In addition, it can provide information about what is not possible in the given language—something production data cannot do.

The use of judgment data, prevalent in work in linguistics, has been adopted by L2 researchers. However, the use of such judgments in L2 research has not been without difficulty or without controversy. Selinker (1972, pp. 213–214, emphasis in original) argued that researchers should “focus … analytical attention upon the only observable data to which we can relate theoretical predictions: the utterances which are produced when the learner attempts to say sentences of a TL.” Although this view is still maintained by some, it has never been entirely accepted. Corder (1973), for example, argued that forced elicitation data were necessary.

Elicitation procedures are used to find out something specific about the learner’s language, not just to get him or her to talk freely. To do this, constraints must be placed on learners so that they are forced to make choices within a severely restricted area of their phonological, lexical, or syntactic competence (Corder, 1973, p. 41).

The question is: How valid are judgment data as measures of what a learner’s grammar at a given point in time is capable of generating? There is clearly a difference between judgment data involving native speakers of a language and L2 judgment data. In the former, one is asking native speakers to judge sentences of their own language system in order to gain information about that same system. That is to say, the two systems are isomorphic. In the case of L2 learners, one is asking the learners to make judgments about the language being learned at a stage in which their knowledge of that system is incomplete. Here, however, inferences are made, not about the system they are being asked about, but about some internalized system of the learners (i.e., there may be a mismatch between the two systems in question).

An issue of importance here is that of indeterminacy, which refers to the incomplete (or lack of) knowledge a learner has of parts of the L2 grammar. As Schachter, Tyson, and Diffley (1976) pointed out, there are many sentences about which L2 learners have indeterminate knowledge. This is not to say that NSs of a language, either individually or collectively, do not have indeterminate knowledge, for surely they do, but the proportion of indeterminate knowledge in NS grammar is likely to be significantly different from that in learner grammars. For L2 learners, it is clear that indeterminacy exists, and it is conceivable that it embraces an even greater range of data than for native speakers of a language.

Obtaining information about nonindeterminate knowledge is less problematic when using production data, because, barring some sort of slip, the language produced is presumably generated by the learner’s grammar. However, it is well accepted that production data are often inadequate for specific grammatical studies, as the examples of a given grammatical structure are often lacking. With grammaticality judgments, however, what we are asking learners to do is evaluate sentences of a language that they do not have total control over; many of the sentences being asked about are beyond the domain of their current knowledge base. Thus, responses to such sentences may represent little more than guesses. What is important to note is that grammaticality judgments are complex behavioral activities that must be used with caution and with full understanding of their limitations (Chaudron, 1983; Ellis, 1990a, 1991; Cowan & Hatasa, 1994; Gass, 1994; Goss, Ying-Hua, & Lantolf, 1994; Mandell, 1999; Bader & Häussler, 2010).

Despite these difficulties, a significant amount of work has been done within the field of SLA using judgments (for example, Plonsky, Marsden, Crowther, Gass, & Spinner, in press). Data, however, are collected in a variety of ways. In the simplest form, participants are asked to state whether a given sentence is acceptable in the TL or not. If, for example, a researcher wanted to know whether participants have learned that English does not allow resumptive pronouns in relative clauses (I saw the woman who she is your son’s teacher), the researcher might give a list of sentences as was given at the beginning of this section and ask for judgments. However, it is difficult to confidently interpret these results, because one cannot be sure that a learner marked a sentence as ungrammatical for the same reason that the researcher believes it to be ungrammatical. For this reason, the common technique is to ask learners to correct those sentences they have marked as ungrammatical.

Another method is to ask not for dichotomous judgments (correct/incorrect), but for judgments based on degree of certainty. Response sheets might look something like the example in 2-29:




	
(2-29)

	
He remembers the man who his brother is a doctor.




	
	
−3

	
−2

	
−1

	
0

	
+1

	
+2

	
+3




	
	
definitely incorrect

	

	

	
unsure

	

	

	
definitely correct






Intuitional data are not limited to judgments of acceptability. Other means of obtaining judgments that reflect learners’ intuitions are preference judgments and rankings. In the former, participants are given sentences and are asked to judge whether the sentences (generally two) are equally grammatical, or whether one is more grammatical than the other, as in example 2-30 compared to 2-31 or 2-32 compared to 2-33.




	
(2-30)

	
That Mary had climbed a hill was orange.




	
(2-31)

	
That Mary had climbed a hill was clear.







Or:




	
(2-32)

	
Bill had built a boat.




	
(2-33)

	
John had climbed a hill.






Ranking is a variation of the preference-type task just exemplified. The difference lies primarily in the number of sentences used and the lack of “same degree of grammaticality” as an option.

As mentioned earlier, the use of acceptability judgments in SLA research is not without controversy. However, what is not controversial is the need to get valid information about what individual learners know about the L2. That is, what is the nature of their grammatical system? Two additional methods have been used to determine this in recent years: truth-value judgments and sentence matching.

Truth-value judgments are frequently used for the investigation of learners’ knowledge of reflexives. The issue with reflexives has to do with the interpretation of the reflexive pronoun, that is, to whom it refers. Given the sentence in example 2-34 (Lakshmanan & Teranishi, 1994, p. 187), what are the possibilities for interpretation?




	
(2-34)

	
John said that Bill saw himself in the mirror.






In English, himself can refer to Bill, but not to John. However, in other languages the equivalent of himself can refer to either John or Bill. The context is used to disambiguate these two possibilities. A research question might involve determining what knowledge learners have if they are learning a language that allows both possibilities, even though their native language allows only one of them. The methodology involved in determining such knowledge has been the subject of numerous articles (e.g., Eckman, 1994a; Lakshmanan & Teranishi, 1994; Thomas, 1989, 1991, 1993, 1994, 1995; Wakabayashi, 1996; White, Bruhn-Garavito, Kawasaki, Pater, & Prévost, 1997) (see Glew (1998) for a review). An example of a truth-value task can be seen in example 2-35 (Glew, 1998).




	
(2-35)

	
A boy and his father went on a bike ride together. The boy went down a hill very fast. “Don’t go so fast!” shouted the father. It was too late, the boy fell off his bike and started crying. The father gave the boy a hug. Then the boy was happy again.




	

	
 The boy was happy that the father hugged himself.





	

	
 True                  False






Truth-value judgment tasks are, of course, not without difficulties. For example, one could just ask a true/false question. Or one could ask about all possibilities: (a) Can himself refer to the boy? (b) Can himself refer to the father? Or one could make a statement: (a) himself cannot refer to the boy (T/F); (b) himself cannot refer to the father (T/F).

Another problem relates to the items themselves. Example 2-36 had to be thrown out of the database because of unexpected interpretations (Glew, 1998):




	
(2-36)

	
Teresa and Madeleine went to a party one night. Teresa drank too much beer at the party. When it was time to go home, Teresa was worried because she didn’t want to drive her car. “I’ll drive you home,” said Madeleine. “Oh, thank you Madeleine. I really appreciate it,” said Teresa.




	

	
 Teresa was happy that Madeleine drove herself home.





	

	
 True                  False






The expected answer was “False,” but many participants wrote “True” because, technically, although we only know that Madeleine drove Teresa home, we may infer from the context that she also drove herself home. Thus, the item may be ambiguous and the researcher may not know why a participant chose “True.”

Spinner and Gass (2019) elaborate on these judgment variations and provide detailed issues related to the history of the methodology and modes of data analysis. The methodology is controversial and, like all methods, care must be taken in data elicitation and conclusions drawn from it.

TIME TO THINK …


What are some of the advantages and disadvantages of the various intuitional data elicitation methods? Can you think of others? Do you agree that the advantages are advantages and the disadvantages are disadvantages?


2.3.5.3Language Games 

Another broad category of data elicitation techniques is what can be called language games. Because there are many variations on this theme, we limit ourselves to some of the most common.

Participants can be paired, with one being told to teach the other how to use a particular computer program. Or paired participants can be given two, almost identical, pictures and told to determine (without looking at each other’s picture) what differences exist between the pictures. In a variation of the second game, participants can have two, almost identical, maps and have to describe to each other how to move an object (or an imaginary person) from one place to another. Other possibilities involve giving one participant a picture, with instructions to describe the picture so that another participant can draw it. Alternatively, one participant can describe an object so that another can guess what that object is. Finally, one participant can describe a picture to another, instructing his or her partner where to place stick-on objects on a board. What is common is that there is some sort of game involving two or more individuals, often with a single outcome.

What these methodologies have in common is the elicitation of speech, without an obvious focus on language or a particular language structure. Many of these studies have as their goal the investigation of conversational structure (see Chapter 12). Studies using these sorts of data can manipulate various social variables. For example, if one wanted to consider the role of age differences, pairs of different age levels could be involved; if one wanted to consider the role of gender differences, pairs would be constructed with this in mind; if one wanted to consider how the role of prior knowledge affects aspects of a conversation, participants would be paired in such a way as to incorporate that difference. This type of study is less appropriate when particular grammatical structures are the focus because, as mentioned earlier, there is no guarantee that the structures under consideration will appear in the data, or that they will occur with any frequency and in contexts appropriate for analysis.

TIME TO THINK …


Think of your own L2 learning. If you learned your L2 in the classroom, did you play any language games? What were they? What grammatical structures or vocabulary were produced during the games? As a teacher, think of a particular grammar point that you intend to teach, or have taught. What language game could be used?


2.3.5.4Discourse Completion 

One final category of data collection to be discussed in this section is elicitation for the purposes of studying the acquisition of pragmatics. The most common measure is what is known as the discourse completion questionnaire. This has been used in a number of studies to gather data from native and nonnative speakers concerning particular speech acts (apologies, compliments, refusals, requests, etc.).

Participants are given a (generally written) description of a situation in which the speech act under investigation is required. This is then followed by blank space in which the L2 learner is to write down what he or she would say in the given situation. An example of a situation in which the research focus was status differences in “giving embarrassing information” follows:


You are a corporate executive talking to your assistant. Your assistant, who will be greeting some important guests arriving soon, has some spinach in his/her teeth.

(Beebe & Takahashi, 1989, p. 109)




The learners are then to write down what they would say in response to this situation. To ensure that the correct speech act is given in their response, the printed page may have a mini-dialogue (Beebe, Takahashi, & Uliss-Weltz, 1990, p. 69), as in example 2-37, which is intended to elicit refusals:




	
(2-37) 

	
worker:

	
As you know, I’ve been here just a little over a year now, and I know you’ve been pleased with my work. I really enjoy working here, but to be quite honest, I really need an increase in pay.




	

	
you:

	
_________________________________________________




	

	
worker: 

	
Then I guess I’ll have to look for another job.






Using a discourse completion questionnaire is not the only means of gathering pragmatic data. Many techniques for data collection are not unlike those discussed earlier. For example, there are intuitional tasks, in which judgments of appropriateness are asked for, as in example 2-38:




	
(2-38)

	
You’re a member of a research group. Many people are missing from a meeting and it is necessary for someone to notify them about the next meeting. Your boss turns to you and says:




	

	
(a) 

	
Notify those who are missing, OK?




	

	
(b)

	
Perhaps you could notify those who didn’t come?




	

	
(c)

	
Could you please notify the others about our next meeting?




	

	
(d)

	
How about getting in touch with the people who were absent?




	

	
(e)

	
I’d appreciate it if you could notify the people who were absent.




	

	
(f)

	
You will notify the people who were absent.






Respondents select the response that, given the constraints of the situation, they feel is the most appropriate.

Other research involving intuitional data requires participants to order utterances in terms ranging from most polite to least polite. The arguments for using intuitional data (or other means of forced data) as opposed to naturally occurring data are much the same as those presented earlier. One cannot obtain a sufficiently rich corpus of data unless one forces the issue. The disadvantages lie in the fact that one cannot automatically equate actual production data with data from questionnaires or other intuitional tasks. What we think we would say in a given situation is not necessarily the same as what we would actually say. Furthermore, it is unlikely that the contrived situations that researchers create would actually occur, or—if they do occur—that the given choices are the appropriate ones for the situation. For example, in the situation with spinach in someone’s teeth, it is possible that the common response would be one in which a person refrains from comment, or even uses hand gestures.


2.3.6Processing Data

There are times when researchers want to get deeper information about what learners are doing when they process language. We touched on this above when we talked about verbal reports and, in particular, with stimulated recall: there is a need to understand what learners are thinking about and how they process L2 speech or written texts. There are many ways of doing this (see Gass & Mackey, 2007; McDonough & Trofimovich, 2009; and Jiang, 2012, 2018 for further elaboration). Keating and Jegerski (2015) provide useful information on processing data and appropriate ways to design processing experiments. In addition, in a volume edited by Jegerski and VanPatten (2014), a wide variety of psycholinguistic methods are discussed.


2.3.6.1Reaction Time 

The underlying assumption of reaction time (RT) research is that it takes time to respond to certain stimuli. We can infer cognitive processes by examining how long it takes to respond to a stimulus. In other words, the time it takes to react to something reveals something about how the mind works. Studies of this sort involve presentation of some stimuli and asking respondents to respond in some way, such as pressing a button on a computer or repeating a word. Time is measured from the beginning of the stimulus presentation to the time a button is pressed. To give an example, there may be times when one wants to gather information about learners’ vocabulary knowledge. One could do this by asking them to identify words versus nonwords. This is known as a lexical decision task. Responses are measured by having learners press a “yes” button on the computer (taped over a letter) or a “no” button, in response to the question “is this a word?” Reaction time or response time is measured from the onset of the appearance of the word on the computer screen to the time that it takes for the respondent to press the button. Within this paradigm, one could test the effects of frequency, word length, or familiarity, to name a few.


2.3.6.2Self-Paced Reading 

In self-paced reading experiments, reaction time plays a significant role. Participants are seated in front of a computer screen and read sentences that appear one word (or phrase) at a time. When they are ready for the next word, they press a button and a new word appears and the previous word disappears from the screen. The time it takes to read each word is measured. “Underlying this technique is an assumption that participant RTs indicate their knowledge of and/or sensitivity to linguistic phenomena relative to other linguistic phenomena” (Marsden, Thompson, & Plonsky, 2018, p. 862). A longer lag time is taken to mean difficulty (e.g., an ungrammaticality). Overviews of self-paced reading can be found in Roberts (2016) and Marsden et al. (2018).

Hopp (2016) used a self-paced reading technique to investigate lexical processing, with a focus on lexical frequency. Sentences such as the following were presented to 62 learners of English (German L1):


1.It was Amanda who scared Sulena with a frightening look.

2.It was Amanda who horrified Sulena with a frightening look.

3.It was Amanda who Sulena scared with a frightening look.

4.It was Amanda who Sulena horrified with a frightening look.


These sentences differ along two dimensions: (1) complex syntax and (2) verb frequency. In sentences 1 and 2, who is the subject of the verb, whereas in sentences 3 and 4, who is the object. In sentences 1 and 3, scared is a high-frequency verb, whereas in sentences 2 and 4, horrified is a low-frequency verb. Below is the description of the procedure itself (Hopp, 2016, p. 1262):


At the beginning of each trial, participants focused on a fixation cross in the position of the first word of the sentence. Subsequently, they used the space bar to call up each word of the sentence. All words were in 14-point Courier font, and all sentences fit on one line. After the final word in the sentence, followed by an end period, a comprehension question targeting the interpretation of the cleft appeared for all experimental sentences (e.g., “Did Sulena scare Amanda?” for [2]). In addition, half of the fillers were followed by questions about various parts of the sentence. Participants answered by pressing designated buttons on the keyboard for “yes” and “no.”


Through this technique, Hopp was able to confirm that the more difficult structures (the ones with who as objects) took longer to read and that verb frequency also played a role, with less frequent words taking longer to read than high-frequency verbs.


2.3.6.3Eye-Tracking 

Another method that has been used in recent years is eye-tracking. Eye-tracking uses a specialized piece of machinery that is able to track eye movements. In Figures 2.3 and 2.4, researchers (Winke, Gass, & Sydorenko, 2010) wanted to know when learners were using captions (in the boxed-in area below the video) and when they were looking at the video itself. Eye-tracking can give precise information about someone’s gaze and, therefore, is frequently used in reading research. Figure 2.3 is a visual of an eye-tracker, and in Figure 2.4 one can see by each dot precisely where the participant’s gaze was directed while looking at the screen.



[image: ]

FIGURE 2.3A Participant in an Eye-Tracking Experiment



[image: ]

FIGURE 2.4Screenshot of Video with Captions (in Area Outlined by Rectangle) at the Bottom and Video on the Top

Frenck-Mestre (2005) has noted that eye movement recording provides a rich record of a person’s linguistic behavior. As such, it gives empirical evidence of attentional processes (Duchowski, 2002) by providing a record of the duration of eye fixations, as well as other eye movement information. Eye-tracking, in sum, provides underlying information about what learners are doing when they are watching something (e.g., reading a text, watching a video). For a review of eye-tracking research, see Godfroid (2020), Dussias (2010), and the 2013 special issue of Studies in Second Language Acquisition and two book-length treatises, both of which provide extensive and practical detail about eye-tracking research (Conklin, Pellicer-Sánchez, & Carrol, 2018; Godfroid, 2020).


2.3.6.4Neurolinguistic Data 

In recent years, researchers have begun to collect neurolinguistic data, most notably Event Related Potentials (ERPs) and functional magnetic resonance imaging (fMRI) data. ERPs are similar to eye-tracking in that sentences appear on a computer screen and participants read them. However, in an ERP study participants wear a particular type of skull cap equipped with electrodes which measure brain activity.

ERPs are measurements made by electroencephalography (EEG), that is, measurements of electrical brainwave activity through electrodes placed on the scalp of the participant. ERP data provide very accurate temporal data (measured in milliseconds) about a participant’s reaction to a particular event, for example reading or listening to a sentence that contains something that is not grammatical in a language. Increases in particular brainwaves are thought to be indicative of greater activation of that area of the brain in that moment. For example, when a native speaker of a language reads or hears a grammatical mismatch or anomaly (i.e., a grammatical error) during an experiment, a particular ERP called P600 will appear on the EEG record that researchers believe is indicative of syntactic processing (Morgan-Short & Ullman, 2012; Roberts, González Alonso, Pliatsikas, & Rothman, 2018; Ullman, 2004). The P600 has been found when participants encounter syntactic anomalies (e.g., The winner of the big trophy have proud parents, from Roberts et al., 2018, p. 128) or a garden path sentence (e.g., The horse raced past the barn fell), in which the participant begins to process the syntax of the sentence in one way before realizing it should be processed differently. The P600 is so called because it is a waveform that peaks about 600 milliseconds after the onset of the ungrammatical word and because it deflects in a positive direction. It is also possible that another ERP which is called LAN (left anterior negativities), also believed to be associated with syntactic processing, will occur in native speakers, but this ERP does not occur as reliably as the P600 (Ullman, 2013). The LAN occurs between 300 and 500 milliseconds after onset of the ungrammaticality (Roberts et al., 2018).

Although lower proficiency learners do not show the same ERPs as native speakers when encountering syntactic anomalies, increased proficiency results in more native-like P600s and LANs (Roberts et al., 2018; Ullman, 2004, 2013). Lower proficiency L2 learners show heightened N400s, an ERP associated with lexical learning and with declarative memory. This has led to speculation that learners, at least those with lower proficiency levels, may rely more on declarative memory for the processing of syntax whereas native speakers rely more on procedural memory (Ullman, 2004, 2013) (see Chapter 11).

ERPs can provide researchers with remarkably accurate data in terms of when a reaction to an event occurs (within a few milliseconds), but the data provided are not specific in terms of which part of the brain is activated. For spatially accurate data, researchers can use data from fMRI, which measures the amount of blood flow to particular regions of the brain of the participant. Blood flow is taken to be indicative of greater activation in that area of the brain. These data have suggested that areas of the brain involved in syntactic and semantic processing include the left posterior temporal gyrus and the left inferior frontal gyrus (LIFG), and most research has not indicated spatial differences between L1 and L2 participants. In fact, such fMRI data have shown even greater activation in those areas of the brain for L2 participants, possibly suggesting greater difficulty in processing for the learners (Roberts et al., 2018). Although the collection of neurolinguistic data requires expensive specialized equipment, future L2 research will certainly be informed more and more by such data.


2.4REPLICATION

“The essence of the scientific method involves observations that can be repeated and verified by others” (American Psychological Association, 2010, p. 12). Much of SLA research is empirical, and such research is in need of replication. SLA research deals with human behavior and thus is often inconsistent. This is complicated by two additional factors: (a) the paucity of participants in many studies and (b) the nature of L2 knowledge. Many reported studies in the literature have a small number of participants. This makes it difficult to draw significant conclusions about acquisition (either the process or the product). The second point to consider is the nature of L2 knowledge. Learners are just that—learners. Often their knowledge is indeterminate (Schachter et al., 1976). As mentioned earlier, this refers to the fact that there are certain aspects of the L2 that learners are uncertain of. This may be because it is an aspect of language that they are “working on” and about which they do not yet have definite knowledge. Their linguistic behavior, then, will be inconsistent, with utterances such as the examples in 2-39 and 2-40 virtually co-occurring:




	
(2-39)

	
I am here since yesterday.




	
(2-40)

	
I have been here since yesterday.






Polio and Gass (1997) have argued for the importance of replication, while at the same time acknowledging that “exact replication” is impossible, given that a replication study will deal with different individuals. Replication studies are an ideal way for those who are new to the field to get their hands dirty with actual data. Replication continues to be of significant concern in current research, with emphasis placed on increased robustness of results and generalizability (Porte, 2012; Porte & McManus, 2019).


2.5META-ANALYSES

Replication is one way of verifying findings, but there are other ways to verify and compare results. When multiple studies have addressed a common question, it is often appropriate to summarize their results. This can be done through what is known as a meta-analysis, a systematic procedure for quantitatively synthesizing findings across studies. Like many of the data elicitation types described earlier, whereby data from a sample of participants are combined or averaged, this technique also involves combining a sample of data points. However, in meta-analysis, samples do not come from individual people, but rather come from individual studies, and their data points are averages or effect sizes (see Plonsky, 2012a, for a detailed explanation of effect sizes) to be precise. Thus, a meta-analysis is, in its most basic form, an average of averages.

As a tool for synthesizing previous research, meta-analysis enables L2 researchers to overcome several weaknesses inherent in traditional literature reviews (Oswald & Plonsky, 2010). For example, whereas reviews tend to rely heavily on the notion of probability and significance, a practice regarded by many quantitative methodologists from other social sciences, as well as our own (e.g., Brown, 2011; Nassaji, 2012; Norris & Ortega, 2000; Plonsky, 2009, 2011), as flawed and misleading, meta-analyses use effects sizes as the basis for all quantitative analyses. Another advantage of meta-analysis is the inclusive and quantitative approach it embodies, which eliminates the influence on fallible human reviewers that might result from studies presenting verbally compelling arguments or published in more visible or prestigious journals. We are not implying that the role of the expert reviewer is diminished in meta-analysis; rather, we emphasize that the quantitative and systematic nature of meta-analytic reviews contributes to increased objectivity, transparency, and replicability of outcomes.

Recognizing these and other benefits long since enjoyed in fields such as education, psychology, and medicine, Norris and Ortega (2000) introduced much of SLA to meta-analysis in their oft-cited synthesis of research on the effectiveness of instruction. Since then, the use of meta-analysis in L2 research has increased exponentially (Norris & Ortega, 2010; Plonsky & Oswald, 2012). To date, close to 300 meta-analyses of L2 research have been carried out, on topics such as feedback (e.g., Li, 2010a, 2010b), motivation (Masgoret & Gardner, 2003), strategy instruction (e.g., Plonsky, 2011), and interaction (e.g., Mackey & Goo, 2007). In addition, the field has also seen a number of papers discussing meta-analytic methods (e.g., In’nami & Koizumi, 2010; Oswald & Plonsky, 2010; Plonsky, 2012b), another indicator of growth and interest among SLA researchers.

Considering these and related developments such as the use of methodological synthesis (e.g., Plonsky & Gass, 2011), meta-analysis is now firmly entrenched in the process by which L2 research advances. Such studies, though not without their own flaws and limitations, are and will likely continue to figure in the development of L2 theory, methods, and practice. We also expect to continue to see more and more areas of L2 research being synthesized and resynthesized using meta-analytic methods in the coming years.


2.6ISSUES IN DATA ANALYSIS

In this section we focus on issues of analysis. The focus is not on statistical analyses, but rather on the type of information that is relevant to analyses of L2 data. The first issue we consider relates to the determination of development. The field of SLA has not yet come up with an index of development. That is, unlike in child language acquisition research—which is heavily reliant on mean length of utterance (MLU), a measure that averages the number of morphemes per utterance—there is no easy way of determining whether a given learner is more or less proficient than another. Thus, one cannot determine where on a developmental scale a given individual can be placed, as discussed earlier in this chapter. This is partly so because of the nature of L2 learning. Learners do not have a uniform starting point. From the beginning, their utterances vary in the degree of syntactic sophistication used. Furthermore, ILs are unique creations. Although there may be similarities among speakers of a given NL learning the same TL, and although there may be similarities across TLs, each individual creates his or her own language system. Similarities may be found for a given grammatical structure (e.g., there are commonalities in relative-clause formation, regardless of language background). However, if we looked at an entire linguistic system, we would be less likely to find broad-sweeping similarities.

As mentioned in section 2.3, one way of determining a learner’s place along a scale from lesser proficiency to greater proficiency is through the use of standardized tests. This is undoubtedly the most common way, as a quick perusal of research articles suggests. Another way of determining development is through categorization of individuals according to their placement scores for specific language programs (e.g., a beginning class, an advanced class, satisfaction of a university language requirement). However, these are only very rough measures, at best.

A more exact means for measuring syntactic development is what is known as the T-unit. A T-unit is an independent clause and any associated dependent clauses, that is, clauses that are attached to or embedded within it (Hunt, 1965). Thus, examples 2-41 and 2-42 are both T-units, but 2-43 is not:




	
(2-41)

	
John woke up.




	
(2-42)

	
John woke up, although he was tired.




	
(2-43)

	
although he was tired.






This was originally a measure used for determining syntactic development for native speakers, but it has been adapted for use with nonnative speakers by modification of the definition to incorporate error-free T-units rather than just T-units. Although this is a more precise measure than standardized tests, teacher evaluations, or class placement, it is most reliable when used with written data as opposed to oral data. Some researchers also use C-units (communication units), which are similar to T-units, but go beyond in that they incorporate short utterances (yes, no, uh-huh) that are important to a communicative event, but do not enter into an understanding of development or complexity.

In determining oral proficiency, the situation is even more complex because there appear to be different measures, depending on whether one is considering monologue or dialogue data. Some of the measures that can be considered are pauses, speech rate, and self-corrections after a mistake has been made. For conversational data, additional factors come into play. For example, to what extent can a learner appropriately initiate topic changes? To what extent can nonnative speakers demonstrate appropriate conversational strategies (i.e., hold their own in a conversation)? This might include: (a) providing verbal cues to show that they are listening and/or following a conversation (e.g., uh huh, yeah) and (b) responding appropriately given the linguistic, social, and cultural context. To what extent do learners know when it is their turn to take the floor (a factor that may differ cross-culturally and individually)? Although all of these are clearly important measures in determining oral proficiency, we do not as yet know how each of these should be “weighted.” Nor do we know what can be expected in terms of acquisition, a prerequisite to being able to place learners along a developmental continuum. A measure used for oral production is the AS-unit (analysis of speech unit) (Foster, Tonkyn, & Wigglesworth, 2000). AS-units provide a means to include dysfluencies such as false starts and fillers, while also keeping track of clauses, which can provide information about development.

A second issue to be noted is that data do not yield unique results. A researcher must interpret the results. In order to interpret the results, the analyst must first decide what data to include; that is, what are the relevant data for analysis? Another important consideration is the point of reference for comparison. Early research focused on comparisons between learner output and the NL on the one hand, and on learner output and the TL on the other. However, this type of comparison causes researchers to miss the generalizations that learners have constructed for themselves. This fact is often cited as a difference between longitudinal data (specifically, case studies) and cross-sectional experimental studies. The latter often do not provide the richness necessary to understand a learner’s system; the former often do not provide specific information about what a learner’s grammar includes and excludes.

To see the differences between these two types of studies with regard to the analysis of data, let’s consider data presented by Huebner (1979, 1983). These data come from the spontaneous speech of a Hmong refugee from Laos, named Ge, who lived in Honolulu. In his home country, Ge had had no training in English, nor did he receive formal instruction while in Hawaii. Data collection began about one month after his arrival in Honolulu and continued every three weeks for approximately one year.

An initial analysis of the data from Ge’s use of English articles was conducted using this particular methodology. The results are given in Figure 2.5.
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FIGURE 2.5Percentages of Occurrences of Articles in Obligatory Standard English Environments (Source: From “Order-of-acquisition vs. dynamic paradigm: A comparison of method in interlanguage research” by T. Huebner, 1979, TESOL Quarterly, 13, 21–28, at 23. Reprinted by permission.)

What does Figure 2.5 tell us? First, it shows little development in terms of Ge’s knowledge of the article system. Second, it does not show what it is about the article system Ge does and does not know. We have little information about the systematicity that underlies Ge’s production and nonproduction of the English article. Further, comparing his data with the English article system suggests that Ge brings nothing more to the learning task than what he can figure out about that system. In other words, if one only compares what the learner is producing with the TL system, one misses the picture of what the learner’s system is like. Making a one-to-one comparison between the IL and the TL may prevent the researcher from understanding the full system that the learner has created.

Another way of analyzing the data is to bring into the analysis different possible meanings of articles. For our purposes, let’s assume the correctness of Huebner’s analysis. He claims two binary categories relevant to article use: (a) specific referent and (b) hearer’s assumed knowledge. Noun phrase reference can thus be categorized into four types:


Category 1

+ specific reference

+ hearer’s knowledge

Category 2

– specific reference

+ hearer’s knowledge

Category 3

– specific reference

– hearer’s knowledge

Category 4

+ specific reference

– hearer’s knowledge


In English, Category 1 nouns use the definite article the; Category 2 is for generics and can use the, a, or 0; Categories 3 and 4 function similarly, using either a or 0. (In other languages, it is possible that only two forms exist, one used for Categories 1 and 2 and the other for 3 and 4; or another language still might have one form for Categories 1 and 2 and two separate forms for 3 and 4.)


Category 1

The President met with the Pope yesterday.

The teacher told me to do my homework.

Category 2

I am going to a movie tomorrow.

I am going to the movies tomorrow.

Movies are my favorite form of entertainment.

Category 3

A good person is hard to find.

It’s hard to find good employees.

Category 4

I have a good idea.

I always have good ideas.


Table 2.2 shows the results based on this type of scheme. This table shows number of occurrences of each form (the, a, or 0) according to the binary categories of specific referent and hearer’s knowledge. The same four points in time are given.


TABLE 2.2Number of Occurrences of Article Types Based on Four-Part Categorization Scheme



	
	
Category 1

	
Category 2

	
Category 3

	
Category 4




	

	
da

	
a

	
0

	
da

	
a

	
0

	
da

	
a

	
0

	
da

	
a

	
0




	
Time 1

	
67

	
1

	
47

	
2

	
0

	
4

	
4

	
2

	
35

	
2

	
12

	
18




	
Time 2

	
133

	
0

	
40

	
1

	
0

	
4

	
3

	
5

	
56

	
33

	
0

	
2




	
Time 3

	
199

	
2

	
13

	
0

	
0

	
7

	
3

	
12

	
27

	
32

	
8

	
8




	
Time 4

	
154

	
2

	
22

	
1

	
0

	
10

	
3

	
9

	
40

	
13

	
8

	
23






(Source: From “Order-of-acquisition vs. dynamic paradigm: A comparison of method in interlanguage research” by T. Huebner, 1979, TESOL Quarterly, 13, 21–28. Reprinted by permission.)



As can be seen, these data differ from those in Figure 2.5, in that in Table 2.2 clear differences exist between Time 1 and Time 4, whereas such differences were not apparent when only correct and incorrect examples were examined.

In Ge’s native language, one of the most important concepts for a sentence is what is known as “topic–comment.” The first part of the sentence is the topic, followed by a comment about that topic. Topics therefore provide old information, by definition, within the hearer’s knowledge domain. Examples of topic–comment structures produced by Ge are given in examples 2-44 and 2-45 (Huebner, 1979, p. 27):




	
(2-44)

	
en beibii, isa in da moder, en da owder broder.





	

	
“And the babies were placed between the adults.”





	
(2-45)

	
researcher: 

	
How did you cross the river?




	

	
ge:

	
river, isa bowt.




	

	
	
“As for the river, it was a boat.”






At Time 1, there was less overt marking for Categories 1 and 2 than at any of the other time periods. At Time 2, there is a major increase in the marking of specific nouns (Categories 1 and 4), regardless of the status of the hearer’s knowledge. By Time 4, the (da) is almost limited to Category 1 nouns, as it is in English. Huebner concluded that what this type of analysis provides is not a static indication of whether Ge is right or wrong when compared with Standard English. Rather, what we see is the dynamic movement toward English, guided by a movement from the underlying topic–comment structure of his NL to the underlying subject–verb structure of his TL. The first table of results shows minimal change; this latter analysis shows considerable change.

TIME TO THINK …


Give an example of a generalization to an inappropriate context in English as would be measured by target-like use analysis.

In analysis of L2 data, there can be considerable difficulty in determining what the targeted structure is, and there can be differences in results depending on the methodology used for analysis, but there can also be differences in the results when using a similar methodology.

Pica (1984) demonstrated this discrepancy in an analysis of the acquisition of morphemes. She discussed two common methods for determining whether someone has acquired morphemes: suppliance in obligatory context and target-like use. She concentrated on the following question: What is the difference between these two methods? In suppliance in obligatory context, one determines whether or not Standard English requires a particular morpheme. For example, in 2-46, it is obligatory to put an -ing on the word dance, because it is in the context in which a progressive is required.




	
(2-46)

	
He is dancing.






One then looks at the L2 data and scores this in the following way: 2 points for correct form; 1 point for a morpheme misformation (e.g., he’s dances), and 0 points for no morpheme (he dance). The following formula then applies:


number of correct suppliance × 2 + number of misformationstotal obligatory contexts × 2

The second quantificational method, known as target-like use, incorporates the notion of distributional patterns. Although the suppliance in obligatory contexts method provides detail on how accurate a learner is in those contexts where a form is required, it does not give information about possible generalizations to inappropriate contexts. In target-like use analysis, the numerator consists of the number of instances of correct suppliance in obligatory contexts, and the denominator consists of not only the obligatory contexts, but also the nonobligatory contexts.


number of correct suppliances in obligatory contextsnumber of obligatory contexts + number of suppliances in nonobligatory contexts

It is clear that these two formulae differ, but just how does this difference affect the interpretation of data? Pica compared three sets of data, one from a group of learners learning English in a classroom environment, one from a group of learners in a naturalistic environment (i.e., no instruction), and one from a third group of learners who learned both through informal means and through formal instruction. Table 2.3 gives the percentage scores for all three groups.


TABLE 2.3Comparison of Suppliance in Obligatory Context (SOC) and Target Language Utterance (TLU) Percentage Scores for Each Group of Subjects According to Language Context



	
Morpheme

	
Instruction only

	
Naturalistic

	
Mixed




	
SOC

	
TLU

	
Diff.

	
SOC

	
TLU

	
Diff.

	
SOC

	
TLU

	
Diff.




	
Progressive -ing

	
97

	
69

	
–28

	
94

	
87

	
–7

	
98

	
74

	
–24




	
Plural -s

	
93

	
85

	
–8

	
74

	
72

	
–2

	
74

	
71

	
–3




	
Singular copular

	
95

	
89

	
–6

	
92

	
88

	
–4

	
97

	
94

	
–3




	
Progressive auxiliary

	
85

	
59

	
–26

	
76

	
71

	
–5

	
66

	
52

	
–14




	
Past irregular

	
75

	
66

	
–9

	
68

	
65

	
–3

	
73

	
64

	
–9




	
Past regular

	
51

	
47

	
–4

	
58

	
58

	
0

	
44

	
44

	
0




	
Third person singular

	
63

	
52

	
–11

	
25

	
22

	
–3

	
22

	
19

	
–3






(Source: From “Methods of morpheme quantification: Their effect on the interpretation of second language data” by T. Pica, 1984, Studies in Second Language Acquisition, 6, 69–78. Reprinted by permission.)



Depending on the analysis used, one comes up with different interpretations of the role of instruction versus noninstruction. For example, if we focus on the scores that come from the suppliance in obligatory context method and examine the results for the progressive -ing, the conclusion we would come to is that the learning environment (instruction versus naturalistic) has little effect on the acquisition of the progressive. However, if we look at the results from the target-like use method, we see an entirely different picture. Here we would be forced to conclude that naturalistic acquisition is far superior to classroom instruction in learning the progressive.

Thus, the same database can yield different results about learners’ knowledge of an L2 (in this case, about the knowledge they have regarding specific morphemes), depending on the way the data are quantified.

Difficulties in determining what the targeted structure is that a learner has produced have been discussed in this chapter. There is an additional problem, particularly in attempting to deal with the role of the NL. How can we be sure about the facts of the NL? One concern is the role of dialects. For example, in many dialects in the United States, there is no difference between the vowel sounds in cot and caught. For many other American English speakers, the two words have distinct pronunciations. If we were to conduct a study on the role of the NL in learning the phonology of a second language, how would we know whether a given speaker uses one dialect or another? The answer is relatively easy if we are aware that a difference exists (as in the case of English, owing to the fact that there are numerous descriptions of these variations), but less easy if we are dealing with a language that has not been described as extensively. However, a more serious problem is the determination of the language variety to which a learner has been exposed.

As an example, consider two studies dealing with the acquisition of relative clauses, one published in 1974 by Schachter and the other by Gass (1979a, 1979b). The particular focus of the studies is what is known as pronominal reflexes (or pronoun retention/resumptive pronoun), a phenomenon—common in many languages (including informal English)—exemplified in 2-47:3




	
(2-47)

	
There’s two fellows that their dads are millionaires.





(Lewis, 1922, p. 17)



Table 2.4 was published in the 1974 study, and Table 2.5 was published in the 1979 studies.


TABLE 2.4Pronominal Reflexes in Five Languages



	


	
Subj.

	
DO

	
IO

	
OPrep

	
Poss.

	
OComp




	
Persian

	
(+)

	
+

	
+

	
+

	
+

	
+




	
Arabic

	
(+)

	
(+)

	
+

	
+

	
+

	
+




	
Chinese

	
–

	
–

	
+

	
+

	
+

	
+




	
Japanese

	
–

	
–

	
–

	
(+)

	
(+)

	




	
English

	
–

	
–

	
–

	
–

	
–

	
–






(Source: From “An error in error analysis” by J. Schachter, 1974, Language Learning, 24, 205–214, by Research Club in Language Learning. Reprinted by permission.)




TABLE 2.5Pronominal Reflexes in Five Languages



	


	
Subj

	
DO

	
IO

	
OPrep

	
Poss.

	
OComp




	
Persian

	
–

	
(+)

	
+

	
+

	
+

	




	
Arabic

	
–

	
+

	
+

	
+

	
+

	
+




	
Chinese

	
–

	
–

	
+

	
+

	
+

	




	
Japanese

	
–

	
–

	
–

	
–

	
(+)

	




	
English

	
–

	
–

	
–

	
–

	
–

	
–






(Source: From “Language transfer and universal grammatical relations” by S. Gass, 1979b, Language Learning, 29, 327–344, by Research Club in Language Learning. Reprinted by permission.)



What differences are there between Tables 2.4 and 2.5? In the 1974 study, Persian and Arabic are shown to have optional pronominal reflexes, whereas in the 1979 study Persian and Arabic are shown not to have pronominal reflexes. Similar differences appear in direct object (DO) position. The discrepancy, it turns out, is one of dialect differences. Nonetheless, by using different “facts” about the native language, it is easy to see how different results concerning the role of the native language can be obtained.

TIME TO THINK …


Think about your own dialect in your L1. Are there certain phonological or syntactic differences between your dialect and the standard (or other dialects) of your language? Do you think that an analysis of language use by an L2 learner of your language would be compromised by this fact? Why, or why not?

A related point has to do with the entire notion of target from the learner’s perspective. We have discussed the difficulty in assessing what the NL forms are that the learner brings to the L2 learning situation. There is an equally complex issue in that we do not always know what TL variety the learner is aiming at. When we spoke of pronominal reflexes, we assumed that English does not have these forms. However, it doesn’t take more than a few minutes of listening to native speakers of English before we hear numerous instances of pronominal reflexes in spontaneously produced utterances. Thus, we cannot pretend to know precisely what knowledge base a learner brings to the learning situation, nor can we pretend to understand what TL model the learner has adopted.

A word of caution is in order. With all sampling techniques, it is important to consider the timing of the sampling and, therefore, the conclusions that can be drawn. Let us consider the hypothetical example of a longitudinal study with 11 sampling times in Figure 2.6.



[image: ]

FIGURE 2.6Hypothetical Example of a Longitudinal Study

If we were to sample at Time 7, we would have reason to believe that this learner had control over past tense, but if we were to sample at either Time 8 or 9, a very different picture would emerge (see also Larsen-Freeman, 2006).


2.7WHAT IS ACQUISITION?

The question of determining what is acquired is not an easy one; it has been operationalized in different ways in the past. One can be misled into thinking that a correct utterance, or even two or three correct utterances, suggests that a particular structure has been acquired. However, as we will see in the remainder of this book, there are many factors that one must consider. For example, learners appear to backslide; that is, correct forms appear, but then seem to disappear. The reasons for this are often complex and will be covered at various points throughout the book. The fact of backsliding, however, underscores the need for, and difficulty of, pinpointing L2 knowledge.

Various definitions of acquisition of a form are possible: (a) the first appearance of a correct form, (b) a certain percentage of accurate forms (e.g., 90 percent), and (c) the “first of three consecutive two-week samples in which the morpheme is supplied in over 90 percent of obligatory contexts” (Hakuta, 1976a, p. 137). Considering language forms is limiting, however. For example, one needs to consider not only the actual forms, but also the context in which the forms occur. In section 2.6, we mentioned the concept of obligatory contexts; that is, contexts in which a particular form is required in the TL. Consider the following hypothetical conversation:


rachel: I read three great books last week.

miriam: Which one did you like best?

rachel: The book about Mr. Park’s ex-wife who killed Nate Hosen.


Here, Rachel uses the definite article the before the noun book. English requires the use of the in this context, and it is in this sense that we can talk about an obligatory context for the use of the definite article.

In sum, researchers use a variety of criteria to determine when acquisition has taken place, as is pointed out by Norris and Ortega (2012). However, one should not lose track of the important, and perhaps more interesting, factor of emergence. It is not just the point at which something is acquired that is of interest (unless one is comparing the point of acquisition of different forms), but it is also important to consider the stages that a learner goes through in acquiring a particular form, as was noted in the discussion of the definite article in section 2.6.


2.8CONCLUSION

In this chapter we have reviewed different methodologies for data elicitation and data analysis. Throughout the remainder of the book the reader will be able to put this knowledge to use in doing additional problem sets and in determining what the strengths and/or shortcomings are of current research in SLA. We next move to a central factor in the study of SLA: language transfer. We approach this topic by first placing it in its historical context in Chapter 3. We then look at what we call a transition period in Chapter 4, and, finally, in Chapter 5 we move to alternative conceptualizations of the role of the NL.


POINTS TO REMEMBER


•Longitudinal studies take place over a longer period of time and involve a smaller number of participants (possibly only one). The data are often qualitative and narrative, with a focus on describing the context in which the data were collected and specific examples of what was said. Longitudinal SLA studies can follow the development of a language learner over time.

•Cross-sectional studies involve the collection of data from a large number of participants at one time and show a slice of development. Participants are not identified individually, and detailed description of the social context is not provided. The research is conducted in order to answer particular research questions.

•Learner corpora provide data from L2 learners. Corpora can provide a great deal of data to a researcher and can be easily manipulated and analyzed via computer.

•There are various ways in which data are elicited in the field of SLA. Some of these include: standardized language tests, questionnaires (psychology tests), verbal report data (think-alouds, stimulated recall, post-production interviews), and language elicitation measures.

•Think-alouds are performed during the task, and stimulated recall is performed after the task. Both require the learner to reflect on his/her performance. In stimulated recall, there is a stimulus that stimulates the learner to recall his/her thought processes at the time of performing the task.

•Intuitional data come from participants being asked about their intuitions about whether a given sentence is grammatical in a certain language. Acceptability judgments, preference judgments, rankings, truth-value judgments, and sentence matching are all used to elicit intuitional data. Such data elicitation methods have come into SLA from the field of linguistics. The data can provide information that production data cannot, but such methods are controversial because of the indeterminacy of learner knowledge (i.e., learners are uncertain about particular aspects of the L2).

•Language games can elicit data while removing the focus from the language or particular language structures.

•Discourse completion questionnaires are used to gather data about pragmatics, or how the language is used, including such speech acts as apologizing, refusing, or requesting. Discourse completion questionnaires ask learners and native speakers about what they would say in certain situations.

•Research on how learners or native speakers process the language can involve reaction time data and eye-tracking data. Reaction time data refer to a measurement of how long it takes someone to respond to a particular stimulus.

•The need for replication studies in SLA is complicated by the fact that there are few participants in SLA studies, and the fact that learners have indeterminate knowledge about the L2.

•T-units and C-units are measures of syntactic development common in L2 research.

•An AS-unit is a measure of development commonly used for oral production.

•There are two types of quantificational methods of measuring morpheme acquisition.
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. parents' worries are very true. Youth may easily access to wrong messages. As a conclusion, cyber cafes do provide people chances to access to more useful
is banned. It is unconsiderable to ban smoking during the economic downturn. As a conclusion, | consider smoking should be banned in all restaurants, as pass
/daughters use credit cards on entertainment. According to shows that As a conclusion, | am not in favor of students using credit cards according to m
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y are also connected with the GDP and scientechnological level. Take the U.S.A. as an example. Both the economic power and comprehensive national force of th
Itis because it may help to increase the reputation of our city. Take Macau as an example, it is famous for it's gambling. But on the other hand, the probl
Undoubtedly, news is the most useful information on TV. Take a politician as an example, it is necessary for him to know the latest policy of his own coun
choose their baby's sex, the balance of men and women could be lost. Take China as an example, most Chinese parents prefer their baby to be a boy, as a result,
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2 No problem! The computer shall help you and you can forget your imagination. As a conclusion, | would like to say that, despite industrialisation and science

_3 iendship and liking between the characters which conveys a feeling of harmony. As a conclusion we may say that harmony is a too imprtant element in this novel
[ 4] who will pehaps not open themselves to each other must be taken into account. As a conclusion we can say that a Europe following the model of the United State
[ 5] gh! This happens exactly at the same time as when Lily is helped by Mrs Ramsay As a conclusion, we could say that this novel is a novel about relations : to ha
_6 r proof of this is the rise of nationalism in the different republics of USSR. As a conclusion, we can say that the political and cultural unity is an aim whic
[ 7] age, privileges are likely to appear and real equality is likely to disappear. As a conclusion, we may ask the following question: is equality really possible
[ 3| d a democratic system, but he wants to achieve it by doing away with communism. As a consequence, he is criticized by the other politicians who are reluctant to
[ 9 ed, there are parents who allow their children to watch TV late in the evening. As a consequence of this, those children feel sleepy the day after and do not li

10 ness for the mere sake of equality; because this would only mean nivelling, and as a consequence of it, the loss of one of the most precious human quality, that
T a job: employers rarely accept someone who is not free of his military duties. As a consequence, the young person may miss a unique opportunity. Moreover, he
[ 12 rough her huge influence, characters are now able to live together, reunified. As conclusion, we can say that characters have finally achieved a certain harmon
[ 13] s this kind of moral suffering which could cause the greatest pain to Mankind. As conclusion we could draw a parallelism between , a 20th century hero and R
[ 4] if we closed our eyes to such an atrocity, our behaviour would be cowardly. Yet as far as | am concerned, | consider the Gulf War as a crusade against Islam. So
[ 15] regard to the existential situation. Opinions are divided on this question, but as far as | am concerned, | truly believe that this task can only be performed b
_16 are afraid of losing their identity, their particularities, their way of life. As far as | am concerned, | think that each country, and even each region, cant
[ 7] in the subject, | have tried to account for this phenomena by this hypothesis. As far as the individual is concerned, the economic union will not arise many pr
[ 18] to change about the reality of human nature, simply because men can't change. As far as the langage is concerned, both novelists make use of an easy style. G
W Europe 1992 is leading to a loss of identity or to the birth of a new nation. As far as the european culture is concerned, | could say that to a certain exten
[ 20] other soldier, Weary, was 18. These tow soldiers stand for the whole U.S. army as far as their age is concerned. Speaking about their age shows how absurd the
[ 21] an agreement. | draw a personal conclusion : Europe 1992 is a marvellous idea as far as theory is concerned. But in the practise the unification will be diff
[ 22| at there is a permanent feature: people will always be influenced by something. As far as this century is concerned, television has become a standard feature of
[ 23] y cheap and demand from the reader an effort of imagination and understanding. As far as TV is concerned, you simply have to be there, watch and listen. Someti
7 in order to survive. Thanks to this union, they have become "the" world power. As far as we are concerned, we are showing that parochialism and meanness can le
z ir new technologies in order to close the gap between rich and poor countries. As far as workers are concerned, working conditions and safety regulations will
< >
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