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## Preface

Notwithstanding their established significance in the qualitative theory of differential equations, Green's functions are rarely used in the realm of computational mechanics. As a working tool, the influence (Green's) functionbased methods are virtually absent in texts related to numerical methods in mechanics. The cause of this discrepancy is likely to be found in the scarcity of implementable representations for Green's functions in the existing literature. This deficiency occurs because, even for the simplest boundary value problems, the construction of Green's functions is not a routine procedure. In addition, under-representation of methods based on Green's functions results from the widespread availability of algorithms based on standard approaches, such as the boundary element method.

Motivation for writing this book arose from the author's over twentyfive years experience of teaching the influence function-related courses to a variety of students at various institutions (Dnepropetrovsk State University, Brooklyn Polytechnic Institute, Northwestern University, Vanderbilt University, and Middle Tennessee State University). With this text, the author wished to popularize the influence function method among young researchers in the applied sciences and engineering.

Some classes of problems originating in applied mechanics form the basis of this book. Although the problems themselves are classical, their treatment in this context differs from that of more traditional texts in the field; the major difference being in the emphasis on influence (Green's) functions in the analysis of these problems.

A broad spectrum of problems in continuum mechanics, related to such fields as fluid flow, acoustics, electromagnetism, heat transfer, and elasticity, can be formulated as boundary value problems involving (ordinary or partial) differential equations. The Green's function is a key concept in the area of differential equations, resembling, in some sense, the inverse matrix in linear algebra. The Green's function formalism has been utilized as a powerful means of development and presentation in classical as well as contemporary treatments in the analysis of differential equations.

About two decades ago, in an attempt to make a contribution to this intriguing and challenging area, a technique was proposed [24, 42] for the construction of compact expressions of Green's functions and matrices for some elliptical PDEs that occur in mechanics. The technique is based on the classical method of eigenfunction expansion (see, for example, [63]). This productive approach is included in [45], a collection of elaborations on influence (Green's) functions methods, aimed at introducing advances in this field to the computational mechanics community.

Also included in [45] are computational implementations of influence functions with emphasis on shape complexity, on various types of nonlinearities, and on some inverse formulations, including optimal shape design. As such, [45] can serve as a source for those who are already familiar with the influence function concept and its strengths and weaknesses.

This volume is intended as a graduate text in influence (Green's) functions and is designed for students in mechanical engineering or in related fields in applied mathematics. The primary goal has been to create a supplement for existing texts in these fields, a book providing an alternative approach to boundary value problems of applied mechanics. In addition, the book is recommended to users of the boundary element method, where the use of influence functions can significantly increase the effectiveness of existing numerical procedures.

The level of presentation has been aimed at readers with standard background in calculus, linear algebra, ODEs, PDEs, and numerical methods. An elementary knowledge of integral equations is also assumed. We hope the reader will find use for the large collection of Green's functions and matrices for (systems of) ordinary and partial differential equations contained in this single volume. Many of these representations for Green's functions and matrices appears in book form for the first time.

It is with gratitude that the author acknowledges Drs. V.V. Loboda and N.V. Polyakov, Dnepropetrovsk State University and Dr. J.O. Powell, Middle Tennessee State University, for presently sharing his research interest in influence (Green's) functions and in the use of such functions for developing computational algorithms of the boundary integral equation method in engineering and science.

While writing this book, the author has received assistance from many of his colleagues in the Department of Mathematical Sciences at MTSU. And heartfelt thanks goes out to them all. Especially, the author wishes to acknowledge gratefully the many helpful suggestions about the exposition and organization, offered by Dr. Jan Zijlstra. Invaluable comments made by Drs. Leslie Aspinwall and Diane Miller during the work have substantially improved the quality of the text. The author also expresses his appreciation to Scott McDaniel, a junior faculty member, who worked through drafts of
some sections of the manuscript and made valuable comments from the point of view of the student.

The author is appreciative of the outstanding job done by the following students: Yugeny Bobylov (Dnepropetrovsk State University), Lynn Roubides, Miller Hall, and Ed Slowey (Middle Tennessee State University). Their knowledge in applied mathematics and mechanics, along with highly developed skills in computer techniques, helped with the preparation of some of the test examples and illustrative materials.

The author wishes to express his personal appreciation to each of the following reviewers, whose comments, constructive criticisms, and compliments have helped to make a much improved book: Dr. Richard Dippery (Kettering University, Flint, Michigan), Dr. J. Tinsley Oden (University of Texas at Austin), and Dr. Eduard Ventsel (The Pennsylvania State University, College Park).

It is also a great pleasure to thank B. J. Clark (acquisitions editor) and Brian Black (production editor) of Marcel Dekker, Inc., for their thoughtful guidance and useful prodding at critical junctures during the development and production of the book.
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## Introduction

There exists a remarkable analogy between two concepts from different areas of science, the influence function in mechanics and the Green's function in mathematics. This correspondence is of primary importance in understanding the basic idea which underlies this book. Essentially, the Green's function for a certain boundary value problem in mathematical physics (for ordinary or partial differential equation) can be identified with the influence function of that phenomenon in mechanics, for which the boundary value problem serves as a mathematical model.

To illustrate the Green's function/influence function analogy, we consider, as a first example, the differential equation

$$
\begin{equation*}
\frac{d}{d x}\left(m(x) \frac{d y(x)}{d x}\right)=f(x), \quad x \in(0, a) \tag{0.1}
\end{equation*}
$$

subject to the boundary conditions

$$
\begin{equation*}
y(0)=0, \quad y(a)=0 \tag{0.2}
\end{equation*}
$$

This boundary value problem can, for instance, be regarded as a model for the lateral displacement $y(x)$ of a string of length $a$, caused by a transverse distributed load proportional to $f(x)$ in eqn (0.1). The string has variable mass density $m(x)$, and according to the boundary conditions imposed by eqn ( 0.2 ), the string's edges $x=0$ and $x=a$ are fixed.

The Green's function $g(x, s)$ of the boundary value problem posed by the relations in eqn (0.2) for the homogeneous equation

$$
\begin{equation*}
\frac{d}{d x}\left(m(x) \frac{d y(x)}{d x}\right)=0 \tag{0.3}
\end{equation*}
$$

corresponding to that of eqn (0.1), can be identified as the displacement (or response) $y_{s}(x)$ of the string of length $a$, caused by a transverse unit force concentrated at $s$.

This is by no means the only possible influence function interpretation of the Green's function for the boundary value problem posed by eqns (0.2) and (0.3). The problem can for instance also be associated with steady-state heat conduction in a one dimensional rod of finite length $a$. In this case, $y(x)$ denotes the temperature at position $x$ in a rod made of a nonhomogeneous material with heat conductivity $m(x)$. The boundary conditions in eqn (0.2) indicate that the temperature $y(x)$ is zero at all times at the end-points $x=0$ and $x=a$ of the rod. In this setting, the Green's function $g(x, s)$ can be identified as the influence function of a unit heat source acting permanently at position $s$ on the rod.

These two examples illustrate the important fact that the Green's function - influence function correspondence is not necessarily a one-to-one relationship. In many instances in mathematical physics, a particular differential equation may be associated with different physical phenomena.

Another example on the Green's function - influence function correspondence stems from classical Kirchhoff's beam theory (e.g., [10, 18, 27, 30, 64, $67]$ ) where the differential equation

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}}\left(E I(x) \frac{d^{2} w(x)}{d x^{2}}\right)=q(x), \quad x \in(0, a) \tag{0.4}
\end{equation*}
$$

subject to the boundary conditions

$$
\begin{equation*}
w(0)=\frac{d w(0)}{d x}=0, \quad w(a)=\frac{d^{2} w(a)}{d x^{2}}=0 \tag{0.5}
\end{equation*}
$$

models the lateral deflection $w(x)$ of a beam of length $a$, caused by the transverse distributed load $q(x)$. The left end-point of the beam at $x=0$ is assumed to be clamped, while the beam is simply supported at its right edge, $x=a$. Other physically feasible boundary conditions can be imposed at the end-points of the beam. The quantity $E I(x)$ represents the so-called flexural rigidity of the beam.

The Green's function $g(x, s)$ of the boundary value problem which consists of the homogeneous equation

$$
\frac{d^{2}}{d x^{2}}\left(E I(x) \frac{d^{2} w(x)}{d x^{2}}\right)=0, \quad x \in(0, a)
$$

subjected to the boundary conditions imposed by eqn (0.5), can be identified with the influence function of a unit force applied transversely to the beam at position $s$. Thus, $g(x, s)$ represents the deflection of the beam at point $x$, in response to this transverse unit force.

A last illustration of the analogy between Green's functions and influence functions comes from classical Poisson-Kirchhoff plate theory (e.g., [72]),
according to which the biharmonic equation

$$
\begin{equation*}
D \Delta \Delta w(x, y)=F(x, y), \quad(x, y) \in \Omega \tag{0.6}
\end{equation*}
$$

posed on a simply connected region $\Omega$ bounded with a smooth contour $\Gamma$ and subject to the following boundary conditions

$$
\begin{equation*}
w(x, y)=\frac{\partial w(x, y)}{\partial n}=0, \quad(x, y) \in \Gamma \tag{0.7}
\end{equation*}
$$

models the bending of a thin elastic clamped plate occupying the region $\Omega$ with boundary $\Gamma$. The load on the plate, $F(x, y)$, is transversely distributed and the constant $D$ represents the flexural rigidity of the plate.

The Green's function $G(x, y ; s, t)$ of the homogeneous problem corresponding to that stated with eqns (0.6) and (0.7) can be interpreted as the influence function of a transverse unit force concentrated at position ( $s, t$ ) on the plate. Thus, $G(x, y ; s, t)$ represents the deflection of the plate at the point $(x, y)$, caused by this transverse unit force.

In these examples, dealing with boundary value problems from applied mechanics, one can adopt either Green's function or influence function terminology. Green's function terminology is the more suitable of the two for the discussion in Chapter 1. However, since most of the material in Chapters 2 through 8 is drawn from mechanics, influence function terminology is mainly used there.

The reader is probably aware of the important role that Green's functions play in the qualitative theory of differential equations. From the current literature on Green's (influence) functions, it becomes increasingly clear that these functions are also effective in obtaining numerical solutions, once they can be expressed explicitly in a compact manner.

There are two basic stages of the influence function method (IFM). The first stage, the focus of much of the early chapters of this book, deals with the construction of the influence function. In the second stage, a computational algorithm is developed using this influence function.

Chapter 1 is devoted to the basic concepts of the Green's function theory for linear boundary value problems for ordinary differential equations. In Section 1.1, the first of two traditional methods for the construction of the Green's function is discussed, a method based on its defining properties. Conditions for symmetry of the Green's function, in the sense that its variables are interchangeable, are considered in Section 1.2. The second traditional method for the construction of Green's functions, the method of variation of parameters, is described in Section 1.3.

Influence functions for single span Kirchhoff beams are constructed and utilized in Chapter 2. In Section 2.1 influence functions for beams of uniform flexural rigidity are presented, taking into account physically natural sets
of edge conditions. In Section 2.2 it is shown how the response of a beam to transverse loads, forces or moments can be expressed in terms of the influence function of a transversely concentrated unit force. Combinations of loads are treated by means of this approach. Beams resting on elastic foundations are discussed in Section 2.3. Analytic expressions for influence functions of such beams are given and the practical use of such expressions is discussed. Section 2.4 illustrates the practical solvability of problems for beams of variable flexural rigidity by means of the influence function method.

Chapter 3 illustrates some indirect applications of beam influence functions. It is shown how one can profit from the knowledge of the influence function of a transverse concentrated unit force for a beam in solving other beam problems. Frequencies and mode shapes of natural vibrations of a beam are determined in Section 3.1. In Section 3.2, influence functions of a transverse point force are used to find such 'critical' values of axial forces applied to a beam, that cause the loss of stability of the initial equilibrium state. The classical Euler formulation of buckling problems is considered. One simple nonlinear contact problem for a beam is discussed in Section 3.3 where a Kirchhoff's beam is spaced a small distance above a Winkler foundation.

Chapter 4 deals with some specific problems from applied mechanics, which reduce to the so-called multi-point posed boundary value problems for systems of linear ordinary differential equations. These are not, however, boundary value problems for systems of equations in the conventional sense, where several unknown functions are supposed to have a common domain for an independent variable, and at least one of the equations in the system involves more than one unknown function. Instead, each equation in the systems that are considered in Chapter 4 governs a single unknown function and is formulated over an individual domain. The system is actually formed by letting those single domains interact with each other at their end-points. End-points for the individual equations become contact points in the system at which appropriate conditions are formulated.

Section 4.1 introduces the notion of a matrix of Green's type appropriate for a particular type of multi-point posed boundary value problems stated for a sandwich type media. Based on that, in Section 4.2 we apply the notion of a matrix of Green's type to multi-spanned Kirchhoff beams (in this case, we call it just the influence matrix). Several particular examples are considered where we do not only construct influence matrices but also show how they can be used in computing components of stress-strain states for particular multi-spanned beams.

The applicability of the influence matrix formalism developed in Section 4.1 is limited to a sandwich type assembly in which the material is piecewise
homogeneous. To broaden its application range, the formalism is extended to a more general type of multi-point posed boundary value problems in Section 4.3. These problems, of a more complex type, represent a wider variety of situations in applied mechanics. The framework of graph theory is used for that purpose. Sets of linear ordinary differential equations are considered, formulated on finite weighted graphs in such a way that every equation in the set governs a single unknown function and is stated on a single edge of the graph. The individual equations in the set are put into system form by imposing contact and boundary conditions at the vertices and end-points of the graph, respectively. Based on this a setup, a new definition of the matrix of Green's type is introduced. Existence and uniqueness of such matrices are discussed and two methods for their construction are proposed and some particular examples are considered.

In Chapters 5 through 8, we turn to problems described by partial differential equations where the list of available Green's (influence) functions is very limited. In Chapter 5, a technique is described which was originally developed (see [24, 42, 44, 45, 53]) for the construction of Green's functions and matrices for elliptic equations in two dimensions. The technique is based on the so-called method of eigenfunction expansion [63] and has proven to be especially effective for a variety of problems in computational continuum mechanics (based on Laplace's equation, Klein-Gordon equation, biharmonic equation, as well as on Lame's system for the displacement formulation of the plane problem in the theory of elasticity).

In this technique, influence functions are first represented in terms of their Fourier expansions with respect to one of the independent variables. This consequently results in the construction of Green's functions for ordinary differential equations in the coefficients of the Fourier expansions (the first stage of the technique). This construction can be done by using either the method based on the defining properties of Green's functions (cf. Section 1.1), or by the method of variation of parameters, as described in Section 1.3. The influence function of interest is then constructed by complete or partial summation of the Fourier series (the second stage of the technique).

Potential fields and related fields are the subject matter of Chapter 5. A number of compact representations of influence functions for Laplace's and Klein-Gordon equations expressed in various coordinate systems are presented. A variety of region configurations and types of boundary conditions are considered. Some mathematical issues are addressed as they are closely related to our discussion. Among these are: (i) convergence of the series representing influence functions, (ii) splitting off singular components of influence functions, and (iii) expressing regular components in terms of uniformly convergent series.

In Chapter 6, the technique for the construction of influence functions and matrices is applied to a variety of boundary value problems occurring in solid mechanics. The material in this chapter is conceptually similar to that of Chapter 5 , which may serve as a reference. Section 6.1 deals with traditional formulations from classical Poisson-Kirchhoff plate theory, in which the bending of thin plates is reduced to a boundary value problem involving the biharmonic equation. A number of influence functions are obtained for plates of various shapes and edge conditions. Section 6.2 extends the influence function formalism to thin plate problems formulated within the scope of Reissner theory (see [65]). Some of the displacement formulations for isotropic and orthotropic media from the plane problem in the theory of elasticity are discussed in Sections 6.3 and 6.4. In Section 6.5, it is shown that the elastic equilibrium of thin shells of revolution can also be treated with the suggested technique.

Chapter 7 is devoted to influence matrices for problems of continuum mechanics formulated in media whose properties are piecewise continuous functions of spatial variables. In Section 7.1, the notion of an influence matrix is introduced as that appropriate for problem classes in continuum mechanics of compound media in two dimensions. Section 7.2 considers specific problems arising in the theory of potential on thin-walled structures consisting of different plates and shells. Several closed form influence matrices are obtained for structures composed of circular and annular plates, cylindrical, spherical, and toroidal shells. Finally, in Section 7.3, it is shown how influence matrices can be constructed for plane problems which arise in the theory of elasticity for compound media.

The discussion in the final Chapter 8 focuses on the classical heat equation, a PDE of parabolic type. Explicit, easily computable expressions for influence functions of some initial-boundary value problems involving the heat equation can also be obtained by utilizing the ideas developed and widely used here. The potential of the present approach in the area of the heat equation is briefly discussed. Section 8.1 recalls some basics of the Laplace transform which this method requires. In Sections 8.2 and 8.3, the present approach is used to obtain some classical and new representations of influence functions in this area.

Each section of the text is supplied with examples illustrating how the material can be used in practice. A set of review exercises accompanies every chapter except for Chapter 3. Appendix A presents a catalogue of explicit representations of Green's functions and matrices available in the book. Appendix B contains answers and comments to most of the review exercises.

## Chapter 1

## Green's Function for ODE

Being a mathematical prototype of the influence function, the notion of a Green's function provides a theoretical background for comprehending the material of the present text. The development in this chapter touches upon ordinary differential equations, utilizing two classical approaches, which are commonly used in the current literature (see, for example, $[7,17,30,31$, $68,70]$ ), for the construction of Green's functions for linear boundary value problems for ODEs. One of these approaches is associated with the proof of existence and uniqueness theorem for the Green's function (see Section 1.1). It appears that in the existing literature, this approach is more popular compared to the other one that is based on the Lagrange's method of variation of parameters.

In this book, the approach based on the variation of parameters method (see Section 1.3) is, however, more frequently employed because it is more universal in the sense that it does not deal with defining properties of Green's functions, which are individual for each type of an equation.

In addition, in Section 1.2 we will focus on the symmetry of Green's functions. Their symmetry is directly related to the so-called self-adjointness of the differential operator involved. This feature of a Green's function is of great theoretical and practical importance. It will be frequently discussed in the further discussion in the text.

### 1.1 Defining properties and construction

In this section, we introduce the definition of the Green's function for a linear boundary value problem for an ordinary differential equation of the $n$-th order with variable coefficients. We then give a detailed description of the traditional method for the construction of Green's functions, based on their defining properties. Many of the examples presented here are related to various problems of continuum mechanics.

The discussion that follows concerns a linear homogeneous boundary value problem for the ordinary differential equation

$$
\begin{align*}
& L[y(x)] \equiv p_{0}(x) y^{(n)}(x)+p_{1}(x) y^{(n-1)}(x)+p_{2}(x) y^{(n-2)}(x) \\
& \quad+\ldots+p_{n-1}(x) y^{\prime}(x)+p_{n}(x) y(x)=0, \quad x \in(a, b) \tag{1.1}
\end{align*}
$$

subject to the boundary conditions written as

$$
\begin{equation*}
M_{k}(y ; a, b) \equiv \sum_{j=0}^{n-1}\left[\alpha_{j}^{k} y^{(j)}(a)+\beta_{j}^{k} y^{(j)}(b)\right]=0, \quad(k=\overline{1, n}) \tag{1.2}
\end{equation*}
$$

In this formulation, the coefficients $p_{j}(x),(j=0,1, \ldots, n)$ of the governing equation are continuous functions on $(a, b)$, where $p_{0}(x) \neq 0 ; M_{k},(k=$ $1, \ldots, n)$ represent linearly independent forms with constant coefficients $\alpha_{j}^{k}$ and $\beta_{j}^{k}$.

The boundary conditions in eqn (1.2) are written in a general form, which implies that a certain physically natural formulation of the boundary conditions can be obtained from this form as a particular case. If, for example, the displacement formulation of a problem from the theory of elasticity is considered (beam, plate, shell problems, etc.), then the condition in eqn (1.2) may model either clamped, or simply supported, or free, or even elastically supported edge. Periodic boundary conditions can also follow from this form.

In the discussion that follows, we will be using conventional and customary notations $(a, b),[a, b]$, and ( $a, b]$ or $[a, b)$ to specify open, closed, and half-open intervals, respectively.

To avoid possible confusion that may occur in regard with the term homogeneous, the reader must discern different meanings of this term in mathematics and mechanics. Indeed, in mathematics we usually say homogeneous boundary value problem, homogeneous equation, or homogeneous boundary condition, when the right-hand side in the corresponding equality is zero. In mechanics, on the other hand, when specifying properties of materials, we usually use the term homogeneous to indicate that an object under consideration is composed of a material whose properties do not vary with space coordinates. Within the present book, this term will be frequently used in both senses.

We now turn the reader's attention to one of the most important definitions in this study. Let us define the Green's function for the homogeneous boundary value problem that occurred in eqns (1.1) and (1.2).

Definition: The function $g(x, s)$ is said to be the Green's function for the boundary value problem in eqns (1.1) and (1.2), if as a function of its first variable $x$, it meets the following properties, for any $s \in(a, b)$ :

1. On both of the intervals $[a, s)$ and $(s, b], g(x, s)$ is a continuous function having continuous derivatives up to the $n$-th order included, and it satisfies the governing equation (1.1) on $(a, s)$ and $(s, b)$, i. e. :

$$
L[g(x, s)]=0, \quad x \in(a, s) ; \quad L[g(x, s)]=0, \quad x \in(s, b)
$$

2. For $x=s, g(x, s)$ is continuous along with all its derivatives up to the ( $n-2$ )-nd order included

$$
\frac{\partial^{m} g(s+0, s)}{\partial x^{m}}-\frac{\partial^{m} g(s-0, s)}{\partial x^{m}}=0, \quad(m=\overline{0, n-2})
$$

3. The $(n-1)$-st derivative of $g(x, s)$ is discontinuous when $x=s$, providing

$$
\frac{\partial^{n-1} g(s+0, s)}{\partial x^{n-1}}-\frac{\partial^{n-1} g(s-0, s)}{\partial x^{n-1}}=-\frac{1}{p_{0}(s)}
$$

where $p_{0}(s)$ represents the leading coefficient of eqn (1.1);
4. It satisfies the boundary conditions in eqn (1.2), i. e. :

$$
M_{k}(g)=0, \quad(k=\overline{1, n})
$$

The following theorem is valid specifying the conditions of existence and uniqueness for the Green's function.

Theorem 1.1 (of existence and uniqueness): If the homogeneous boundary value problem in eqns (1.1) and (1.2) has only the trivial (zero) solution, then there exists its unique Green's function $g(x, s)$.

The reader is insistently suggested to carefully go through this proof because it actually provides a straightforward algorithm for the practical construction of Green's functions. Throughout the present text, we will be frequently using this algorithm.

Proof. Let functions $y_{i}(x),(i=1, \ldots, n)$ represent the fundamental solution set for eqn (1.1). That is, $y_{i}(x)$ are linearly independent on $(a, b)$ particular solutions of eqn (1.1).

In numerous practical situations, one can find an analytic form for $y_{i}(x)$. This can, in particular, be easily done for equations with constant coefficients. If, however, the governing differential equation does not allow an analytical solution, then appropriate numerical procedures may be employed for obtaining approximate ones. Later in this book we will discuss this point in more detail.

In compliance with property 1 of the definition, for any arbitrarily fixed value of $s \in(a, b)$, the Green's function $g(x, s)$ must be a solution of eqn
(1.1) in ( $a, s$ ) (on the left of $s$ ), as well as in $(s, b)$ (on the right of $s$ ). Since any solution of eqn (1.1) can be expressed as a linear combination of the components $y_{i}(x)$ of the fundamental solution set, one may write $g(x, s)$ in the following form

$$
g(x, s)=\sum_{i=1}^{n} \begin{cases}y_{i}(x) A_{i}(s), & \text { for } a \leq x \leq s  \tag{1.3}\\ y_{i}(x) B_{i}(s), & \text { for } s \leq x \leq b\end{cases}
$$

where $A_{i}(s)$ and $B_{i}(s)$ represent the functions to be determined. Clearly, the number of these functions is $2 n$ and the number of the relations for them, which can be derived from properties 2,3 , and 4 of the definition, is also $2 n$. Thus, the situation is promising so far. Indeed, we are going to derive a system of $2 n$ equations in $2 n$ unknowns ( $n-1$ ) equations can be obtained from property 2 , one equation comes from property 3 , and $n$ equations follow from property 4). Hence, the key issues to be highlighted in the remaining part of this proof are whether that system is going to be consistent and whether it has a unique solution.

By virtue of property 2, which stipulates the continuity of $g(x, s)$ itself and its partial derivatives with respect to $x$ up to the $(n-2)$-nd order, as $x=s$, one derives the following system of $(n-1)$ linear algebraic equations

$$
\begin{equation*}
\sum_{i=1}^{n} C_{i}(s) y_{i}^{(j)}(s)=0, \quad(j=\overline{0, n-2}) \tag{1.4}
\end{equation*}
$$

in $n$ unknown functions

$$
\begin{equation*}
C_{i}(s)=B_{i}(s)-A_{i}(s), \quad(i=\overline{1}, \bar{n}) \tag{1.5}
\end{equation*}
$$

The superscript $j$ on $y_{i}(s)$ in eqn (1.4) specifies the differentiation order.
The system in eqn (1.4) is underdetermined, because the number of equations in it $(n-1)$ is fewer than the number of unknowns $(n)$ involved. This drawback can be eluded, however, by applying property 3 to the expression in eqn (1.3). This yields one more linear algebraic equation

$$
\begin{equation*}
\sum_{i=1}^{n} C_{i}(s) y_{i}^{(n-1)}(s)=-\frac{1}{p_{0}(s)} \tag{1.6}
\end{equation*}
$$

in the same set $C_{i}(s)$ of unknowns. Hence, the relations in eqn (1.4) together with those in eqn (1.6) form a system of $n$ simultaneous linear algebraic equations in $n$ unknowns. The determinant of the coefficient matrix of this system is not zero, because it represents the Wronskian for the fundamental solution set $y_{i}(s)$. Thus, this system has a unique solution. So, one can readily obtain the explicit expressions for $C_{i}(s)$ from eqns (1.4) and (1.6).

In order to obtain the values of $A_{i}(s)$ and $B_{i}(s)$, we take advantage of property 4 . In doing so, let us first break down the forms $M_{k}(y)$ in the boundary conditions in eqn (1.2) into two parts as

$$
\begin{equation*}
M_{k}(y)=P_{k}(y)+Q_{k}(y), \quad(k=\overline{1, n}) \tag{1.7}
\end{equation*}
$$

with $P_{k}(y)$ and $Q_{k}(y)$ being defined as

$$
P_{k}(y)=\sum_{j=0}^{n-1} \alpha_{j}^{k} y^{(j)}(a), \quad Q_{k}(y)=\sum_{j=0}^{n-1} \beta_{j}^{k} y^{(j)}(b)
$$

In compliance with property 4 , we now substitute the expression for $g(x, s)$ from eqn (1.3) into eqn (1.2)

$$
M_{k}(g) \equiv P_{k}(g)+Q_{k}(g)=0, \quad(k=\overline{1}, n)
$$

Since $P_{k}$ in eqn (1.7) governs the values of $g(x, s)$ at the left-end point $x=a$ of the interval $[a, b]$, while $Q_{k}$ governs the values of $g(x, s)$ at the right-end point $x=b$, the upper branch

$$
\sum_{i=1}^{n} y_{i}(x) A_{i}(s)
$$

of $g(x, s)$ from eqn (1.3) goes to $P_{k}(g)$, while the lower branch

$$
\sum_{i=1}^{n} y_{i}(x) B_{i}(s)
$$

must be substituted into $Q_{k}(g)$, resulting in

$$
M_{k}(g) \equiv \sum_{i=1}^{n}\left[P_{k}\left(y_{i}\right) A_{i}(s)+Q_{k}\left(y_{i}\right) B_{i}(s)\right]=0, \quad(k=\overline{1, n})
$$

Replacing the values of $A_{i}(s)$ in the above equation with $B_{i}(s)-C_{i}(s)$ in accordance with eqn (1.5), one rewrites it in the form

$$
\sum_{i=1}^{n}\left[P_{k}\left(y_{i}\right)\left(B_{i}(s)-C_{i}^{\prime}(s)\right)+Q_{k}\left(y_{i}\right) B_{i}(s)\right]=0, \quad(k=\overline{1, n})
$$

Combining then the terms with $B_{i}(s)$ and taking the term with $C_{i}(s)$ to the right-hand side, one obtains

$$
\sum_{i=1}^{n}\left[P_{k}\left(y_{i}\right)+Q_{k}\left(y_{i}\right)\right] B_{i}(s)=\sum_{i=1}^{n} P_{k}\left(y_{i}\right) C_{i}(s), \quad(k=\overline{1, n})
$$

Upon recalling the partitioning from eqn (1.7), the above relations can finally be rewritten in the form

$$
\begin{equation*}
\sum_{i=1}^{n} M_{k}\left(y_{i}\right) B_{i}(s)=\sum_{i=1}^{n} P_{k}\left(y_{i}\right) C_{i}(s), \quad(k=\overline{1, n}) \tag{1.8}
\end{equation*}
$$

These relations constitute a system of $n$ linear algebraic equations in the $n$ unknowns $B_{i}(s)$. The coefficient matrix of this system is not singular, since the forms $M_{k}$ are linearly independent. The right-hand side vector in eqn (1.8) is defined in terms of the known values of $C_{i}(s)$. This system has, consequently, a unique solution for $B_{i}(s)$. Based on this, the values of $A_{i}(s)$ can readily be obtained from eqn (1.5). Hence, this final step completes the proof of Theorem 1.1, because upon substituting the values of $A_{i}(s)$ and $B_{i}(s)$ into eqn (1.3), we finally obtain an explicit expression for $g(x, s)$.

As we have already mentioned, the proof just completed suggests a consistent way to practically construct the Green's function. This point is illustrated below with a series of particular examples.

In each of the following examples, we present and analyze different peculiarities in statements of boundary value problems, which may occur while considering practical situations in computational mechanics.

EXAMPLE 1 Consider the following differential equation

$$
\begin{equation*}
\frac{d^{2} y(x)}{d x^{2}}=0, \quad x \in(0, a) \tag{1.9}
\end{equation*}
$$

subject to the boundary conditions written as

$$
\begin{equation*}
y(0)=y(a)=0 \tag{1.10}
\end{equation*}
$$

This boundary value problem can be associated with many phenomena in continuum mechanics (it represents a particular case of the problem in eqns ( 0.2 ) and ( 0.3 ) from the introduction to this text, as $m(x)$ is set to a constant).

The most elementary set of functions constituting a fundamental solution set for eqn (1.9) is represented by

$$
y_{1}(x) \equiv 1, \quad y_{2}(x) \equiv x
$$

Therefore, the general solution $y_{g}(x)$ for this equation can be written as

$$
y_{g}(x)=D_{1}+D_{2} x
$$

where $D_{1}$ and $D_{2}$ represent arbitrary constants.
A substitution of this function into the boundary conditions in eqn (1.10) yields the homogeneous system of linear algebraic equations in $D_{1}$ and $D_{2}$,
with a well-posed coefficient matrix. Hence, the problem in eqns (1.9) and (1.10) has only the trivial solution.

Thus, there exists a unique Green's function for this problem. According to the procedure described earlier, it can be sought in the form

$$
g(x, s)= \begin{cases}A_{1}(s)+x A_{2}(s), & \text { for } 0 \leq x \leq s  \tag{1.11}\\ B_{1}(s)+x B_{2}(s), & \text { for } s \leq x \leq a\end{cases}
$$

Introducing then, as it is suggested in eqn (1.5), $C_{1}(s)=B_{1}(s)-A_{1}(s)$ and $C_{2}(s)=B_{2}(s)-A_{2}(s)$, we form a system of linear algebraic equations in these unknowns (see the system in eqns (1.4) and (1.6)) written as

$$
\left\{\begin{align*}
C_{1}(s)+s C_{2}(s) & =0  \tag{1.12}\\
C_{2}(s) & =-1
\end{align*}\right.
$$

Its obvious solution is $C_{1}(s)=s$ and $C_{2}(s)=-1$.
The first boundary condition $y(0)=0$ in eqn (1.10), being satisfied with the upper branch of $g(x, s)$, results in $A_{1}(s)=0$. The upper branch is chosen because $x=0$ belongs to its domain $0 \leq x \leq s$. Since $B_{1}(s)=C_{1}(s)+A_{1}(s)$, it follows that $B_{1}(s)=s$.

The second condition $y(a)=0$ in eqn (1.10), being treated with the lower branch of $g(x, s)$, yields $B_{1}(s)+a B_{2}(s)=0$. Hence, $B_{2}(s)=-s / a$, and finally, since $A_{2}(s)=B_{2}(s)-C_{2}(s)$, it follows that $A_{2}(s)=1-s / a$. Substituting these into eqn (1.11), we ultimately obtain the Green's function that we are looking for in the form

$$
g(x, s)= \begin{cases}a^{-1} x(a-s), & \text { for } 0 \leq x \leq s  \tag{1.13}\\ a^{-1} s(a-x), & \text { for } s \leq x \leq a\end{cases}
$$

EXAMPLE 2 We now formulate another boundary value problem

$$
\frac{d y(0)}{d x}=0, \quad \frac{d y(a)}{d x}=0
$$

for eqn (1.9) over the interval $(0, a)$.
This problem is not uniquely solvable. Indeed, any constant function represents the solution to it. Hence, the condition of existence and uniqueness for Green's function does not hold for the above statement. Therefore, a Green's function cannot be constructed in this case, because it does not exist.

EXAMPLE 3 Consider one more boundary value problem

$$
\begin{equation*}
\frac{d y(0)}{d x}=0, \quad \frac{d y(a)}{d x}+m y(a)=0 \tag{1.14}
\end{equation*}
$$

for equation (1.9) over $(0, a)$, where $m$ is thought to be a nonzero constant.
It can easily be shown (see exercise 1.1(a) of this chapter) that the problem in eqns (1.9) and (1.14) has only the trivial solution. Consequently, there exists a unique Green's function for this problem.

The first part of the construction procedure precisely resembles that from the problem stated with eqns (1.9) and (1.10). The Green's function is again expressed by eqn (1.11), the coefficients $C_{1}(s)$ and $C_{2}(s)$ again satisfy the system in eqn (1.12), resulting in $C_{1}(s)=s$ and $C_{2}(s)=-1$.

The first boundary condition in eqn (1.14), being treated by the upper branch in eqn (1.11), yields $A_{2}(s)=0$. This immediately results in $B_{2}(s)=$ -1 . The second condition in (1.14), being treated by the lower branch in eqn (1.11), yields the following equation

$$
B_{2}(s)+m\left[B_{1}(s)+a B_{2}(s)\right]=0
$$

in $B_{1}(s)$ and $B_{2}(s)$. Based on the known value of $B_{2}(s)$, one obtains $B_{1}(s)=$ $(1+m a) / m$. This in turn yields $A_{1}(s)=[1+m(a-s)] / m$.

Substituting the values of $A_{i}(s)$ and $B_{i}(s)$ just found, into eqn (1.11), we finally obtain the Green's function to the boundary value problem posed by eqns (1.9) and (1.14) in the form

$$
g(x, s)= \begin{cases}(a-s)+m^{-1}, & \text { for } 0 \leq x \leq s  \tag{1.15}\\ (a-x)+m^{-1}, & \text { for } s \leq x \leq a\end{cases}
$$

Notice that as $m$ is taken to infinity, the second term $m^{-1}$ in (1.15) vanishes yielding the Green's function

$$
g(x, s)= \begin{cases}a-s, & \text { for } 0 \leq x \leq s \\ a-x, & \text { for } s \leq x \leq a\end{cases}
$$

for equation (1.9) subject to the following boundary conditions

$$
\frac{d y(0)}{d x}=0, \quad y(a)=0
$$

In applied mechanics, one frequently is required to work out research projects for phenomena occurring in infinite media. The influence (Green's) function formalism can successfully be applied to the associated boundary value problems formulated over infinite intervals. As our next example, we construct the Green's function for such a problem.

EXAMPLE \& Consider the following differential equation

$$
\begin{equation*}
\frac{d^{2} y(x)}{d x^{2}}-k^{2} y(x)=0, \quad x \in(0, \infty) \tag{1.16}
\end{equation*}
$$

subject to the boundary conditions imposed as

$$
\begin{equation*}
y(0)=0, \quad|y(\infty)|<\infty \tag{1.17}
\end{equation*}
$$

It can be shown (see exercise $1.1(\mathrm{~b})$ ) that the conditions of existence and uniqueness for the Green's function are met in this case assuring a unique Green's function of the above formulation.

Since the following two functions

$$
y_{1}(x) \equiv \exp (k x), \quad y_{2}(x) \equiv \exp (-k x)
$$

represent the fundamental solution set for eqn (1.16), one can express the Green's function for the boundary value problem in eqns (1.16) and (1.17) in the following form

$$
g(x, s)= \begin{cases}A_{1}(s) \exp (k x)+A_{2}(s) \exp (-k x), & \text { for } x \leq s  \tag{1.18}\\ B_{1}(s) \exp (k x)+B_{2}(s) \exp (-k x), & \text { for } s \leq x\end{cases}
$$

Denoting $C_{i}(s)=B_{i}(s)-A_{i}(s),(i=1,2)$, one obtains the following system of linear algebraic equations

$$
\left\{\begin{array}{l}
\exp (k s) C_{1}(s)+\exp (-k s) C_{2}(s)=0 \\
k \exp (k s) C_{1}(s)-k \exp (-k s) C_{2}(s)=-1
\end{array}\right.
$$

in $C_{1}(s)$ and $C_{2}(s)$. Its solution is expressed as

$$
\begin{equation*}
C_{1}(s)=-\frac{1}{2 k} \exp (-k s), \quad C_{2}(s)=\frac{1}{2 k} \exp (k s) \tag{1.19}
\end{equation*}
$$

The first condition in eqn (1.17) implies

$$
\begin{equation*}
A_{1}(s)+A_{2}(s)=0 \tag{1.20}
\end{equation*}
$$

while the second condition results in $B_{1}(s)=0$, because the exponential function $\exp (k x)$ is unbounded as $x$ approaches infinity. And the only way to satisfy the second condition in eqn (1.17) is to set $B_{1}(s)$ to zero. This immediately yields

$$
A_{1}(s)=\frac{1}{2 k} \exp (-k s)
$$

and the relation in eqn (1.20) consequently provides

$$
A_{2}(s)=-\frac{1}{2 k} \exp (-k s)
$$

Hence, based on the known values of $C_{2}(s)$ and $A_{2}(s)$, one obtains

$$
B_{2}(s)=\frac{1}{2 k}[\exp (k s)-\exp (-k s)]
$$

Upon substituting the values of the coefficients $A_{i}(s)$ and $B_{i}(s)$ just found into eqn (1.18), one finally obtains the Green's function to the problem posed by eqns (1.16) and (1.17) in the form

$$
g(x, s)=\frac{1}{2 k} \begin{cases}\exp (k(x-s))-\exp (-k(x+s)), & \text { for } x \leq s  \tag{1.21}\\ \exp (k(s-x))-\exp (-k(s+x)), & \text { for } s \leq x\end{cases}
$$

EXAMPLE 5 Consider a boundary value problem for the same equation as in the previous example but formulated over a different domain. Let

$$
\begin{equation*}
\frac{d^{2} y(x)}{d x^{2}}-k^{2} y(x)=0, \quad x \in(0, a) \tag{1.22}
\end{equation*}
$$

be subjected to the boundary conditions written as

$$
\begin{equation*}
y(0)=y(a), \quad \frac{d y(0)}{d x}=\frac{d y(a)}{d x} \tag{1.23}
\end{equation*}
$$

This boundary value problem represents one more important type of formulations in applied mechanics. The relations in eqn (1.23) specify conditions of the $a$-periodicity of the solution.

It can be shown (see exercise 1.1(c) of this chapter) that this boundary value problem has only the trivial solution, providing existence of the unique Green's function for it.

Since the formulation in eqns (1.22) and (1.23) again entails the same differential equation which was considered in EXAMPLE 4, the beginning of the construction procedure for the Green's function resembles that from the previous problem. We again express the Green's function by eqn (1.18), and the coefficients $C_{1}(s)$ and $C_{2}(s)$ are again given with eqn (1.19).

Satisfying the first condition in eqn (1.23), we utilize the upper branch in eqn (1.18) in order to compute the value of $y(0)$, while its lower branch is used for computing the value of $y(a)$. This results in

$$
\begin{equation*}
A_{1}(s)+A_{2}(s)=B_{1}(s) \exp (k a)+B_{2}(s) \exp (-k a) \tag{1.24}
\end{equation*}
$$

Satisfying the second condition in eqn (1.23), we compute the derivative of $y(x)$ at $x=0$ by using the upper branch in eqn (1.18), while the value of the derivative of $y(x)$ at $x=a$ is computed by using the lower branch of eqn (1.18). This yields

$$
\begin{equation*}
A_{1}(s)-A_{2}(s)=B_{1}(s) \exp (k a)-B_{2}(s) \exp (-k a) \tag{1.25}
\end{equation*}
$$

So the relations in eqns (1.24) and (1.25) along with those in eqn (1.19) form a system of four linear algebraic equations in $A_{1}(s), A_{2}(s), B_{1}(s)$, and $B_{2}(s)$. To find the values of $A_{1}(s)$ and $B_{1}(s)$, we add eqns (1.24) and (1.25) to each other. This provides

$$
\begin{equation*}
A_{1}(s)-B_{1}(s) \exp (k a)=0 \tag{1.26}
\end{equation*}
$$

The first relation in eqn (1.19) can be rewritten in the form

$$
\begin{equation*}
-A_{1}(s)+B_{1}(s)=-\frac{1}{2 k} \exp (-k s) \tag{1.27}
\end{equation*}
$$

Solving eqns (1.26) and (1.27) simultaneously, one obtains

$$
A_{1}(s)=\frac{\exp (k(a-s))}{2 k[\exp (k a)-1]}, \quad B_{1}(s)=\frac{\exp (-k s)}{2 k[\exp (k a)-1]}
$$

To find the values of $A_{2}(s)$ and $B_{2}(s)$, we subtract eqn (1.25) from eqn (1.24) resulting in

$$
\begin{equation*}
A_{2}(s)-B_{2}(s) \exp (-k a)=0 \tag{1.28}
\end{equation*}
$$

Rewriting then the second relation from eqn (1.19) in the form

$$
\begin{equation*}
-A_{2}(s)+B_{2}(s)=\frac{1}{2 k} \exp (k s) \tag{1.29}
\end{equation*}
$$

we solve eqns (1.28) and (1.29) simultaneously. This yields

$$
A_{2}(s)=\frac{\exp (k s)}{2 k[\exp (k a)-1]}, \quad B_{2}(s)=\frac{\exp (k(s+a))}{2 k[\exp (k a)-1]}
$$

Substituting the values of $A_{1}(s), A_{2}(s), B_{1}(s)$, and $B_{2}(s)$ just found into eqn (1.18), we finally obtain

$$
g(x, s)=K_{0} \begin{cases}\exp (k(x-s+a))+\exp (k(s-x)), & \text { for } x \leq s  \tag{1.30}\\ \exp (k(s-x+a))+\exp (k(x-s)), & \text { for } s \leq x\end{cases}
$$

where $K_{0}=\{2 k[\exp (k a)-1]\}^{-1}$.
In all of the examples considered so far, we have dealt with ordinary differential equations having constant coefficients. Clearly, variable coefficients do not bring any limitations to the algorithm described, if the fundamental solution set of the equation under consideration is obtainable in terms of elementary functions. In other words, if the governing differential equation allows exact solution, one can readily construct a Green's function by means of this algorithm.

EXAMPLE 6 To address the last issue, consider the equation

$$
\begin{equation*}
\frac{d}{d x}\left((m x+p) \frac{d y}{d x}\right)=0, \quad x \in(0, a) \tag{1.31}
\end{equation*}
$$

with the boundary conditions imposed as

$$
\begin{equation*}
\frac{d y(0)}{d x}=0, \quad y(a)=0 \tag{1.32}
\end{equation*}
$$

where we assume $m>0$ and $p>0$, which means $m x+p \neq 0$ on $x \in[0, a]$.
The fundamental solution set

$$
y_{1}(x) \equiv 1, \quad y_{2}(x) \equiv \ln (m x+p)
$$

required for the construction of the Green's function for the problem in eqns (1.31) and (1.32) can be obtained by two successive integrations of eqn (1.31).

In view of exercise $1.1(\mathrm{~d})$, the problem in eqns (1.31) and (1.32) has only the trivial solution. Hence, there exists a unique Green's function which can be presented in the form

$$
g(x, s)= \begin{cases}A_{1}(s)+\ln (m x+p) A_{2}(s), & \text { for } 0 \leq x \leq s  \tag{1.33}\\ B_{1}(s)+\ln (m x+p) B_{2}(s), & \text { for } s \leq x \leq a\end{cases}
$$

Following then our customary procedure, one obtains the system of linear algebraic equations

$$
\left\{\begin{array}{rlc}
C_{1}(s)+\ln (m s+p) C_{2}(s) & = & 0 \\
m(m s+p)^{-1} C_{2}(s) & = & -(m s+p)^{-1}
\end{array}\right.
$$

in $C_{i}(s)=B_{i}(s)-A_{i}(s),(i=1,2)$. Its solution is

$$
\begin{equation*}
C_{1}(s)=\frac{1}{m} \ln (m s+p), \quad C_{2}(s)=-\frac{1}{m} \tag{1.34}
\end{equation*}
$$

The first boundary condition in eqn (1.32) yields $A_{2}(s)=0$. Consequently, $B_{2}(s)=-1 / m$. The second condition in eqn (1.32) gives

$$
B_{1}(s)+\ln (m a+p) B_{2}(s)=0
$$

resulting in $B_{1}(s)=[\ln (m a+p)] / m$, which provides

$$
A_{1}(s)=\frac{1}{m} \ln \frac{m a+p}{m s+p}
$$

Substituting the values of $A_{i}(s)$ and $B_{i}(s)$ just found into eqn (1.33), one obtains the Green's function that we are looking for in the form

$$
g(x, s)=\frac{1}{m} \begin{cases}\ln \left[(m a+p)(m s+p)^{-1}\right], & \text { for } 0 \leq x \leq s  \tag{1.35}\\ \ln \left[(m a+p)(m x+p)^{-1}\right], & \text { for } s \leq x \leq a\end{cases}
$$

Sometimes in applied mechanics, we consider boundary value problems formulated over finite intervals, where one of the end-points is a singular point for the governing differential equation. The algorithm described in this section can also be used to construct Green's functions for such problems.

EXAMPLE 7 As an illustrative example on this issue, we consider a boundary value problem for the following differential equation

$$
\begin{equation*}
\frac{d}{d x}\left(x \frac{d y(x)}{d x}\right)=0, \quad x \in(0, a) \tag{1.36}
\end{equation*}
$$

subject to the boundary conditions written as

$$
\begin{equation*}
|y(0)|<\infty, \quad \frac{d y(a)}{d x}+h y(a)=0 \tag{1.37}
\end{equation*}
$$

Clearly, the left end-point $x=0$ of the domain is a point of singularity for eqn (1.36). Therefore, instead of formulating a traditional boundary condition at this point, we require in eqn (1.37) for $y(0)$ to be bounded.

Integrating eqn (1.36) successively two times, one obtains its fundamental solution set that can be written as

$$
\begin{equation*}
y_{1}(x) \equiv 1, \quad y_{2}(x) \equiv \ln x \tag{1.38}
\end{equation*}
$$

The problem in eqns (1.36) and (1.37) has only the trivial solution (see exercise 1.1(e)), allowing a unique Green's function in the form

$$
g(x, s)= \begin{cases}A_{1}(s)+\ln x A_{2}(s), & \text { for } 0 \leq x \leq s  \tag{1.39}\\ B_{1}(s)+\ln x B_{2}(s), & \text { for } s \leq x \leq a\end{cases}
$$

In compliance with our customary procedure, we form a system of linear algebraic equations

$$
\left\{\begin{aligned}
C_{1}(s)+\ln s C_{2}(s) & =0 \\
s^{-1} C_{2}(s) & =-s^{-1}
\end{aligned}\right.
$$

whose solution is $C_{1}(s)=\ln s$ and $C_{2}(s)=-1$.

The boundedness of the Green's function at $x=0$ implies $A_{2}(s)=0$. Consequently, $B_{2}(s)=-1$. The second condition in eqn (1.37) yields

$$
B_{2}(s) / a+h\left[B_{1}(s)+\ln a B_{2}(s)\right]=0
$$

Hence, $B_{1}(s)=1 / a h+\ln a$, and ultimately, $A_{1}(s)=1 / a h-\ln s / a$. Thus, we finally obtain

$$
g(x, s)= \begin{cases}(a h)^{-1}-\ln \left[(a)^{-1} s\right], & \text { for } 0 \leq x \leq s  \tag{1.40}\\ (a h)^{-1}-\ln \left[(a)^{-1} x\right], & \text { for } s \leq x \leq a\end{cases}
$$

Notice that as the value of $h$ is taken to infinity, the first term $(a h)^{-1}$ in eqn (1.40) vanishes, yielding the Green's function

$$
g(x, s)= \begin{cases}-\ln \left[(a)^{-1} s\right], & \text { for } 0 \leq x \leq s \\ -\ln \left[(a)^{-1} x\right], & \text { for } s \leq x \leq a\end{cases}
$$

for eqn (1.36) subject to the boundary conditions $|y(0)|<\infty$ and $y(a)=0$.
EXAMPLE 8 For the next example, we formulate a boundary value problem for the equation of the fourth order

$$
\begin{equation*}
\frac{d^{4} y(x)}{d x^{4}}=0, \quad x \in(0,1) \tag{1.41}
\end{equation*}
$$

with boundary conditions written as

$$
\begin{equation*}
y(0)=\frac{d y(0)}{d x}=0, \quad y(1)=\frac{d^{2} y(1)}{d x^{2}}=0 \tag{1.42}
\end{equation*}
$$

As is known, this formulation relates to the bending phenomenon of a beam of unit length, if its left edge is clamped while the right edge is simply supported. In Chapters 2 and 3 , we consider a number of other problems from the beam theory.

The following set of functions

$$
\begin{equation*}
y_{1}(x) \equiv 1, y_{2}(x) \equiv x, y_{3}(x) \equiv x^{2}, y_{4}(x) \equiv x^{3} \tag{1.43}
\end{equation*}
$$

constitutes the simplest fundamental solution set for eqn (1.41). Hence, its general solution is

$$
y_{g}(x)=D_{1}+D_{2} x+D_{3} x^{2}+D_{4} x^{3}
$$

Applying the boundary conditions from eqn (1.42), one derives a homogeneous system of linear algebraic equations in $D_{i}$. The coefficient matrix
of that system is not singular, providing only the trivial solution for the system. Consequently, there exists a unique Green's function for the problem posed by eqns (1.41) and (1.42).

Based on the fundamental solution set presented in eqn (1.43), the Green's function can be written in the form

$$
g(x, s)= \begin{cases}A_{1}(s)+A_{2}(s) x+A_{3}(s) x^{2}+A_{4}(s) x^{3}, & \text { for } x \leq s  \tag{1.44}\\ B_{1}(s)+B_{2}(s) x+B_{3}(s) x^{2}+B_{4}(s) x^{3}, & \text { for } s \leq x\end{cases}
$$

From properties 2 and 3 of the definition of the Green's function, one derives the following system of linear equations in $C_{i}(s)=B_{i}(s)-A_{i}(s)$, written in a matrix form

$$
\left(\begin{array}{cccc}
1 & s & s^{2} & s^{3} \\
0 & 1 & 2 s & 3 s^{2} \\
0 & 0 & 2 & 6 s \\
0 & 0 & 0 & 6
\end{array}\right) \times\left(\begin{array}{c}
C_{1}(s) \\
C_{2}(s) \\
C_{3}(s) \\
C_{4}(s)
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
0 \\
-1
\end{array}\right)
$$

whose solution

$$
\begin{equation*}
C_{1}=\frac{1}{6} s^{3}, \quad C_{2}=-\frac{1}{2} s^{2}, \quad C_{3}=\frac{1}{2} s, \quad C_{4}=-\frac{1}{6} \tag{1.45}
\end{equation*}
$$

is easily obtained because of the triangular form of its coefficient matrix.
By virtue of property 4 in the definition, the boundary conditions in eqn (1.42) provide

$$
A_{1}=0, \quad A_{2}=0, \quad B_{1}+B_{2}+B_{3}+B_{4}=0, \quad 2 B_{3}+6 B_{4}=0
$$

while the rest of the coefficients for $g(x, s)$

$$
\begin{gathered}
A_{3}=-\frac{1}{4} s^{3}+\frac{3}{4} s^{2}-\frac{1}{2} s, \quad A_{4}=\frac{1}{12} s^{3}-\frac{1}{4} s^{2}+\frac{1}{6} \\
B_{1}=\frac{1}{6} s^{3}, \quad B_{2}=-\frac{1}{2} s^{2}, \quad B_{3}=-\frac{1}{4} s^{3}+\frac{3}{4} s^{2}, \quad B_{4}=\frac{1}{12} s^{3}-\frac{1}{4} s^{2}
\end{gathered}
$$

are computed through the values of $C_{i}(s)$ presented in eqn (1.45).
Substituting all the coefficients $A_{i}(s)$ and $B_{i}(s)$ just obtained into eqn (1.44), we obtain the Green's function $g(x, s)$ for the boundary value problem posed by eqns (1.41) and (1.42). For $x \leq s$, it is found in the form

$$
\begin{equation*}
g(x, s)=-\left(\frac{1}{4} s^{3}-\frac{3}{4} s^{2}+\frac{1}{2} s\right) x^{2}+\left(\frac{1}{12} s^{3}-\frac{1}{4} s^{2}+\frac{1}{6}\right) x^{3} \tag{1.46}
\end{equation*}
$$

while for $x \geq s$, its expression is

$$
g(x, s)=-\left(\frac{1}{4} x^{3}-\frac{3}{4} x^{2}+\frac{1}{2} x\right) s^{2}+\left(\frac{1}{12} x^{3}-\frac{1}{4} x^{2}+\frac{1}{6}\right) s^{3}
$$

This example shows that even for equations of higher order, the procedure for the construction of Green's functions utilized here results in a reasonable amount of computation.

Analyzing the form of all of the Green's functions constructed so far in this section, one may notice their common property (they are symmetric). That is, $g(x, s)=g(s, x)$. Indeed, the interchange of $x$ with $s$ in the expression valid for $x \leq s$ yields that valid for $x \geq s$ and vice versa. In the next section, we will discuss this issue in more detail. The conditions will be found under which the symmetry takes place.

EXAMPLE 9 We close the discussion in this section with a problem whose Green's function, contrary to all previous ones, appears to be in a nonsymmetrical form. Namely, consider the following equation

$$
\begin{equation*}
\frac{d^{2} y(x)}{d x^{2}}+\frac{d y(x)}{d x}-2 y(x)=0, \quad x \in(0, \infty) \tag{1.47}
\end{equation*}
$$

subject to the boundary conditions

$$
\begin{equation*}
y(0)=0, \quad|y(\infty)|<\infty \tag{1.48}
\end{equation*}
$$

Clearly, this problem has only the trivial solution (see exercise 1.1(f)), allowing, subsequently, a unique Green's function. Since $y_{1}(x)=\exp (x)$ and $y_{2}(x)=\exp (-2 x)$ represent the fundamental solution set to eqn (1.47), one can express the Green's function to this problem in the form

$$
g(x, s)= \begin{cases}A_{1}(s) \exp (x)+A_{2}(s) \exp (-2 x), & \text { for } x \leq s  \tag{1.49}\\ B_{1}(s) \exp (x)+B_{2}(s) \exp (-2 x), & \text { for } s \leq x\end{cases}
$$

This results in the system of linear equations in $C_{i}(s)=B_{i}(s)-A_{i}(s)$

$$
\left(\begin{array}{cc}
\exp (s) & \exp (-2 s) \\
\exp (s) & -2 \exp (-2 s)
\end{array}\right) \times\binom{ C_{1}(s)}{C_{2}(s)}=\binom{0}{-1}
$$

whose solution is found as

$$
C_{1}(s)=-\frac{1}{3} \exp (-s), \quad C_{2}(s)=\frac{1}{3} \exp (2 s)
$$

The first condition in eqn (1.48) provides $A_{1}(s)+A_{2}(s)=0$, while the second condition implies $B_{1}(s)=0$. Therefore $A_{1}(s)=[\exp (-s)] / 3$, resulting in $A_{2}(s)=-[\exp (-s)] / 3$, and, finally, $B_{2}(s)=[\exp (2 s)-\exp (-s)] / 3$. Substituting these values into eqn (1.49), one obtains

$$
g(x, s)=\frac{1}{3} \begin{cases}\exp (-s)[\exp (x)-\exp (-2 x)], & \text { for } x \leq s  \tag{1.50}\\ \exp (-2 x)[\exp (2 s)-\exp (-s)], & \text { for } s \leq x\end{cases}
$$

It is clearly seen that this Green's function fails to be symmetric. Why? What makes the statement of this last problem different from all the ones considered earlier in this section? The reader will find the reasoning for this occurrence in the next section.

### 1.2 Symmetry of Green's functions

In order to address the basic issue of this section, a certain preparatory work has to be carried out. Let us write down the linear homogeneous differential equation of the $n$-th order

$$
\begin{aligned}
L[y(x)] \equiv & p_{0}(x) y^{(n)}(x)+p_{1}(x) y^{(n-1)}(x)+p_{2}(x) y^{(n-2)}(x) \\
& +\ldots+p_{n-1}(x) y^{\prime}(x)+p_{n}(x) y(x)=0
\end{aligned}
$$

From the general theory of linear ODEs (see, for example, [31, 68]), it is known that the equation

$$
\begin{aligned}
L_{a}[y(x)] \equiv & (-1)^{n}\left[p_{0}(x) y(x)\right]^{(n)}+(-1)^{n-1}\left[p_{1}(x) y(x)\right]^{(n-1)} \\
& +\ldots-\left[p_{n-1}(x) y(x)\right]^{\prime}+p_{n}(x) y(x)=0
\end{aligned}
$$

is said to be adjoint to $L[y(x)]=0$. The operator $L_{a}$ is called adjoint to $L$, and if $L \equiv L_{a}$, then $L$ is said to be a self-adjoint operator and the equation $L[y(x)]=0$ is said to be a self-adjoint equation.

For the sake of simplicity, the discussion herein is limited to equations of the second order

$$
\begin{equation*}
L[y(x)] \equiv p_{0}(x) \frac{d^{2} y(x)}{d x^{2}}+p_{1}(x) \frac{d y(x)}{d x}+p_{2}(x) y(x)=0 \tag{1.51}
\end{equation*}
$$

The leading coefficient $p_{0}(x)$ is not supposed to equal zero at any single point in ( $a, b$ ) except, maybe, for one of its end-points. In addition, in the discussion that follows, we require the coefficient $p_{0}(x)$ to be two times differentiable and $p_{1}(x)$ to be just differentiable on $(a, b)$.

According to what we recently recalled, the following equation

$$
\begin{equation*}
L_{a}[y(x)] \equiv \frac{d^{2}}{d x^{2}}\left[p_{0}(x) y(x)\right]-\frac{d}{d x}\left[p_{1}(x) y(x)\right]+p_{2}(x) y(x)=0 \tag{1.52}
\end{equation*}
$$

is adjoint to that in eqn (1.51).
We will review here a brief discussion on the self-adjointness of differential equations and relevant issues, which are required just to analyze the symmetry of Green's functions. The more detailed discussion on this subject can be found, for example, in $[17,30,31,35,63,66,68]$.

Using the product rule for the differentiation in eqn (1.52), the operator $L_{a}$ can be rewritten in the form

$$
L_{a}[y(x)] \equiv \frac{d}{d x}\left(y \frac{d p_{0}}{d x}+p_{0} \frac{d y}{d x}\right)-\left(y \frac{d p_{1}}{d x}+p_{1} \frac{d y}{d x}\right)+p_{2} y
$$

Differentiating and combining the like terms, one obtains

$$
\begin{equation*}
L_{a}[y(x)] \equiv p_{0} \frac{d^{2} y}{d x^{2}}+\left(2 \frac{d p_{0}}{d x}-p_{1}\right) \frac{d y}{d x}+\left(\frac{d^{2} p_{0}}{d x^{2}}-\frac{d p_{1}}{d x}+p_{2}\right) y \tag{1.53}
\end{equation*}
$$

Suppose eqn (1.51) is self-adjoint, that is $L[y(x)] \equiv L_{a}[y(x)]$. If so, then upon comparing the coefficients of $y^{\prime}$ in $L[y(x)]$ and $L_{a}[y(x)]$, one obtains the following relation for the coefficients $p_{0}(x)$ and $p_{1}(x)$

$$
2 \frac{d p_{0}(x)}{d x}-p_{1}(x)=p_{1}(x)
$$

which must hold for the self-adjointness of eqn (1.51). This implies

$$
\begin{equation*}
p_{1}(x)=\frac{d p_{0}(x)}{d x} \tag{1.54}
\end{equation*}
$$

Recall then the coefficient $p_{0}^{\prime \prime}(x)-p_{1}^{\prime}(x)+p_{2}(x)$ of $y(x)$ in eqn (1.53). Since the sum of the first two terms equals zero (to realize this, one needs to differentiate the relation in eqn (1.54)), it follows that the self-adjointness puts no additional constraints on the coefficient $p_{2}(x)$ in eqn (1.51). Hence, if eqn (1.51) is self-adjoint, it can be written in the form

$$
p_{0}(x) \frac{d^{2} y(x)}{d x^{2}}+\frac{d p_{0}(x)}{d x} \frac{d y(x)}{d x}+p_{2}(x) y(x)=0
$$

The first two terms in this equation can be combined, providing the following compact form

$$
\begin{equation*}
\frac{d}{d x}\left(p_{0}(x) \frac{d y(x)}{d x}\right)+p_{2}(x) y(x)=0 \tag{1.55}
\end{equation*}
$$

This form is usually referred to as the standard form of a self-adjoint equation of the second order.

Hence, if the coefficients $p_{0}(x)$ and $p_{1}(x)$ satisfy the relation in eqn (1.54), then eqn (1.51) is in a self-adjoint form, regardless of the form of the coefficient $p_{2}(x)$. This prompts an idea of how eqn (1.51) can be reduced to a self-adjoint form. Indeed, multiplying eqn (1.51) through by a certain nonzero function (the integrating factor) and applying then the relation in eqn (1.54) to the coefficients of $y^{\prime \prime}(x)$ and $y^{\prime}(x)$ of the resultant equation, one can readily formulate a simple relation from which the integrating factor can afterwards be found. We leave the completion of this procedure for one of the exercises of this section.

Assume now that $L$ represents a self-adjoint operator of the second order

$$
L \equiv \frac{d}{d x}\left(p_{0}(x) \frac{d}{d x}\right)+p_{2}(x)
$$

Consider two functions $u(x)$ and $v(x)$ both being two times continuously differentiable on $(a, b)$, and form the following bilinear combination of them

$$
u(x) L[v(x)]-v(x) L[u(x)]
$$

which can be rewritten explicitly

$$
u\left(\frac{d}{d x}\left(p_{0}(x) \frac{d v}{d x}\right)+p_{2}(x) v\right)-v\left(\frac{d}{d x}\left(p_{0}(x) \frac{d u}{d x}\right)+p_{2}(x) u\right)
$$

Removing the outer parentheses in both the components above and cancelling the terms $p_{0}(x) u v$, we have

$$
u L(v)-v L(u)=u \frac{d}{d x}\left(p_{0}(x) \frac{d v}{d x}\right)-v \frac{d}{d x}\left(p_{0}(x) \frac{d u}{d x}\right)
$$

Applying the product rule to the exterior differentiation for both the terms above, one obtains

$$
u \frac{d}{d x}\left(p_{0}(x) \frac{d v}{d x}\right)-v \frac{d}{d x}\left(p_{0}(x) \frac{d u}{d x}\right)=\frac{d}{d x}\left(p_{0}(x)\left(u \frac{d v}{d x}-v \frac{d u}{d x}\right)\right)
$$

Hence, this bilinear combination is finally reduced to

$$
\begin{equation*}
u L(v)-v L(u)=\frac{d}{d x}\left(p_{0}(x)\left(u \frac{d v}{d x}-v \frac{d u}{d x}\right)\right) \tag{1.56}
\end{equation*}
$$

Integrating both sides of eqn (1.56) throughout the interval $[a, b]$, one obtains the following relation

$$
\begin{equation*}
\int_{a}^{b}[u L(v)-v L(u)] d x=\left.p_{0}(x)\left(u \frac{d v}{d x}-v \frac{d u}{d x}\right)\right|_{a} ^{b} \tag{1.57}
\end{equation*}
$$

which is usually referred to as Green's formula for a self-adjoint operator.
If in addition to being two times continuously differentiable on $(a, b)$, $u(x)$ and $v(x)$ are functions for which the right-hand side in eqn (1.57) vanishes. That is, when

$$
\begin{equation*}
\left.p_{0}(x)\left(u \frac{d v}{d x}-v \frac{d u}{d x}\right)\right|_{a} ^{b}=0 \tag{1.58}
\end{equation*}
$$

then Green's formula reduces to the very compact form

$$
\begin{equation*}
\int_{a}^{b}[u L(v)-v L(u)] d x=0 \tag{1.59}
\end{equation*}
$$

So, the Green's formula in eqn (1.59) is valid for a self-adjoint operator $L$, with $u(x)$ and $v(x)$ being two times continuously differentiable on $(a, b)$ satisfying the relation in eqn (1.58). This relation is, however, implicit in nature, which makes it too cumbersome to deal with over and over again in actual computation. Therefore, it is important to find some of its explicit equivalents which are more convenient to use in practice.

In doing so, we rewrite the relation in eqn (1.58) in the extended form

$$
\begin{equation*}
p_{0}(b)\left[u(b) v^{\prime}(b)-v(b) u^{\prime}(b)\right]-p_{0}(a)\left[u(a) v^{\prime}(a)-v(a) u^{\prime}(a)\right]=0 \tag{1.60}
\end{equation*}
$$

Since this relation contains the values of $u(x), v(x)$, and their derivatives $u^{\prime}(x)$ and $v^{\prime}(x)$ at the end-points of the interval $[a, b]$, it should be directly seen that the equality in eqn (1.60) holds, if $u(x)$ and $v(x)$ both satisfy either of the following sets of boundary conditions at $x=a$ and $x=b$ :

- $y(a)=0, \quad y(b)=0$
- $y(a)=0, \quad y^{\prime}(b)=0$
- $y^{\prime}(a)=0, \quad y^{\prime}(b)=0$

It should also be directly seen that the condition in eqn (1.60) is valid in the so-called singular case, when the leading coefficient $p_{0}(x)$ in eqn (1.55) equals zero at one of the end-points of $[a, b]$. In such a case we usually require $y(x)$ to be bounded at that end-point, with a value of either $y(x)$ or $y^{\prime}(x)$ being prescribed at the other end-point, that is:

- $|y(a)|<\infty, \quad y(b)=0$
- $|y(a)|<\infty, \quad y^{\prime}(b)=0$

In addition, from exercises 1.5(a)-1.5(e), it follows that the condition in eqn (1.60) holds also for both $u(x)$ and $v(x)$ satisfying one of the following sets of boundary conditions:

- $y(a)=0, \quad y^{\prime}(b)+h y(b)=0$
- $y^{\prime}(a)=0, \quad y^{\prime}(b)+h y(b)=0$
- $y^{\prime}(a)+h_{1} y(a)=0, \quad y^{\prime}(b)+h_{2} y(b)=0$
- $y(a)=y(b), \quad p_{0}(a) y^{\prime}(a)=p_{0}(b) y^{\prime}(b)$
- $|y(a)|<\infty, \quad y^{\prime}(b)+h y(b)=0$

The last conditions set presumes that the leading coefficient $p_{0}(x)$ of eqn (1.55) equals zero at $x=a$.

Boundary value problems formulated for eqn (1.55) subject to either one of the sets of boundary conditions listed above, belong to the important class of the so-called self-adjoint boundary value problems.

To provide the definition of the self-adjointness for a boundary value problem, we consider an equation in the self-adjoint form

$$
\begin{equation*}
\frac{d}{d x}\left(p_{0}(x) \frac{d y(x)}{d x}\right)+p_{2}(x) y(x)=0, \quad x \in(a, b) \tag{1.61}
\end{equation*}
$$

subject to the boundary conditions

$$
\begin{equation*}
B_{1}(y ; a, b)=0, \quad B_{2}(y ; a, b)=0 \tag{1.62}
\end{equation*}
$$

The boundary conditions in eqn (1.62) are supposed to match the relation in eqn (1.58) in the sense that for any allowable functions $u(x)$ and $v(x)$, each satisfying the conditions in eqn (1.62), the relation in eqn (1.58) is also satisfied.

With these assumptions in mind, we say that the formulation in eqns (1.61) and (1.62) represents a self-adjoint boundary value problem, if Green's formula in eqn (1.59) is valid for any two times continuously differentiable functions $u(x)$ and $v(x)$ satisfying the boundary conditions in eqn (1.62).

We now turn the reader's attention to the basic question in this section, that is, the symmetry of a Green's function. Based on the self-adjointness of a boundary value problem, we formulate the condition for a Green's function to be symmetric by the following theorem.

Theorem 1.2: If the boundary value problem in eqns (1.61) and (1.62) is self-adjoint and has only the trivial solution, then its Green's function $g(x, s)$ is symmetric, provided that $g(x, s)=g(s, x)$.

Proof. This proof is based on a slight modification of that procedure which has been used in the proof of Theorem 1.1 in Section 1.1. Here we also consider two linearly independent particular solutions $y_{1}(x)$ and $y_{2}(x)$
of the governing equation in eqn (1.61). But contrary to Theorem 1.1, we put some restrictions on them choosing these solutions in a special way.

First, let $y_{1}(x)$ satisfy the first boundary condition in eqn (1.62), and let $y_{2}(x)$ satisfy the second condition in eqn (1.62). Clearly, $y_{1}(x)$ cannot satisfy the second boundary condition in eqn (1.62) and $y_{2}(x)$ cannot satisfy the first of those conditions, because according to what we have stated earlier, the trivial solution is the only solution of eqn (1.61) satisfying both of the boundary conditions in eqn (1.62).

Second, based on $y_{1}(x)$ and $y_{2}(x)$, let us form the bilinear combination

$$
y_{1}(x) L\left[y_{2}(x)\right]-y_{2}(x) L\left[y_{1}(x)\right]
$$

which identically equals zero on $(a, b)$, since $L\left[y_{1}(x)\right] \equiv 0$ and $L\left[y_{2}(x)\right] \equiv 0$ for $x \in(a, b)$.

Recalling the relation in eqn (1.56), derived earlier in this section, and rewriting it in terms of $y_{1}(x)$ and $y_{2}(x)$ yields

$$
y_{1} L\left(y_{2}\right)-y_{2} L\left(y_{1}\right)=\frac{d}{d x}\left(p_{0}(x)\left(y_{1} \frac{d y_{2}}{d x}-y_{2} \frac{d y_{1}}{d x}\right)\right)
$$

Hence, in the case of a self-adjoint boundary value problem, $y_{1}(x)$ and $y_{2}(x)$ must satisfy the following relation

$$
\frac{d}{d x}\left(p_{0}(x)\left(y_{1} \frac{d y_{2}}{d x}-y_{2} \frac{d y_{1}}{d x}\right)\right)=0
$$

which implies

$$
\begin{equation*}
p_{0}(x)\left(y_{1} \frac{d y_{2}}{d x}-y_{2} \frac{d y_{1}}{d x}\right)=C \tag{1.63}
\end{equation*}
$$

where $C$ is a constant.
Notice that $y_{1}(x)$ and $y_{2}(x)$ are determined up to a constant multiple. Indeed, if $y_{1}(x)$, for example, satisfies both the governing equation in eqn (1.61) and the first boundary condition in eqn (1.62), then, for any nonzero constant $\alpha$, the product $\alpha y_{1}(x)$ also satisfies both of these relations. This is equally true for $y_{2}(x)$. Hence, we can rewrite the relation in eqn (1.63) in the form

$$
\begin{equation*}
p_{0}(x)\left(y_{1} \frac{d y_{2}}{d x}-y_{2} \frac{d y_{1}}{d x}\right)=1 \tag{1.64}
\end{equation*}
$$

Thus, without losing generality, we can assume that $y_{1}(x)$ and $y_{2}(x)$ meet the condition in eqn (1.64) throughout $(a, b)$. We will return to this point later in this section.

Fix now an arbitrary point $s \in(a, b)$ and express the Green's function $g(x, s)$ to the problem in eqns (1.61) and (1.62) in the form

$$
g(x, s)= \begin{cases}c_{1}(s) y_{1}(x), & \text { for } a \leq x \leq s  \tag{1.65}\\ c_{2}(s) y_{2}(x), & \text { for } s \leq x \leq b\end{cases}
$$

This function satisfies the boundary conditions in eqn (1.62) regardless of the values of $c_{1}(s)$ and $c_{2}(s)$. This occurs because $y_{1}(x)$ and $y_{2}(x)$ satisfy the first and second of those boundary conditions, respectively. Hence, $g(x, s)$ in the form of eqn (1.65) already meets properties 1 and 4 of the definition of Green's function.

By virtue of properties 2 and 3 of the definition, we obtain the following system of linear algebraic equations

$$
\left(\begin{array}{cc}
y_{2}(s) & -y_{1}(s) \\
y_{2}^{\prime}(s) & -y_{1}^{\prime}(s)
\end{array}\right) \times\binom{ c_{2}(s)}{c_{1}(s)}=\binom{0}{-p_{0}^{-1}(s)}
$$

in $c_{1}(s)$ and $c_{2}(s)$. The coefficient matrix of this system is not singular, because its determinant $y_{1}(s) y_{2}^{\prime}(s)-y_{2}(s) y_{1}^{\prime}(s)$ is the Wronskian of the two linearly independent functions $y_{1}(s)$ and $y_{2}(s)$. Hence, this system has a unique solution which can be written in the form

$$
c_{1}(s)=-\frac{y_{2}(s)}{p_{0}(s) W(s)}, \quad c_{2}(s)=-\frac{y_{1}(s)}{p_{0}(s) W(s)}
$$

Upon substituting these values of $c_{1}(s)$ and $c_{2}(s)$ into eqn (1.65), one obtains, for the upper branch of the Green's function

$$
\begin{equation*}
g(x, s)=-\frac{y_{1}(x) y_{2}(s)}{p_{0}(s) W(s)}, \quad x \leq s \tag{1.66}
\end{equation*}
$$

while for the lower branch, we have

$$
\begin{equation*}
g(x, s)=-\frac{y_{2}(x) y_{1}(s)}{p_{0}(s) W(s)}, \quad s \leq x \tag{1.67}
\end{equation*}
$$

According to the relation in eqn (1.64), the denominator in eqns (1.66) and (1.67) meets the condition

$$
p_{0}(s) W(s) \equiv p_{0}(s)\left(y_{1}(s) \frac{d y_{2}(s)}{d x}-y_{2}(s) \frac{d y_{1}(s)}{d x}\right) \equiv 1
$$

In view of this fact, we can finally write the Green's function $g(x, s)$ for the self-adjoint boundary value problem posed by eqns (1.61) and (1.62) in the following symmetric compact form

$$
g(x, s)= \begin{cases}-y_{2}(s) y_{1}(x), & \text { for } a \leq x \leq s  \tag{1.68}\\ -y_{1}(s) y_{2}(x), & \text { for } s \leq x \leq b\end{cases}
$$

From this representation, it follows that $g(x, s)$ is invariant to the interchange of $x$ with $s$. In other words, the Green's function is symmetric in the case of a self-adjoint boundary value problem.

In the next section, we will return to the basic issue of this chapter, which is the construction of Green's functions. One more procedure available for this construction in the current literature will be discussed in detail.

### 1.3 Method of variation of parameters

So far in this text, we have discussed boundary value problems stated for homogeneous equations with homogeneous boundary conditions imposed.

In this section, we will recall $[17,30,31,63,66,68,70]$ an important theorem that establishes a theoretical background for the utilization of Green's functions in solving boundary value problems for nonhomogeneous equations and boundary conditions. Then we will present the procedure for construction of Green's functions, which is based on that theorem and Lagrange's method of variation of parameters. As it is known, Lagrange's method is traditionally used to analytically solve nonhomogeneous linear differential equations if the fundamental solution set is available for the corresponding homogeneous equation.

Consider a boundary value problem for the nonhomogeneous equation

$$
L(y) \equiv p_{0}(x) y^{(n)}+p_{1}(x) y^{(n-1)}+\ldots+p_{n-1}(x) y^{\prime}+p_{n}(x) y=-f(x)(1.69)
$$

on $(a, b)$, subject to the homogeneous boundary conditions written as

$$
\begin{equation*}
M_{k}(y ; a, b) \equiv \sum_{j=0}^{n-1}\left(\alpha_{j}^{k} y^{(j)}(a)+\beta_{j}^{k} y^{(j)}(b)\right)=0, \quad(k=\overline{1, n}) \tag{1.70}
\end{equation*}
$$

where the coefficients $p_{i}(x)$ are continuous functions on $(a, b)$, with $p_{0}(x) \neq 0$ and $M_{k}(y ; a, b)$ represent linearly independent forms with constant coefficients.

Suppose the problem posed by eqns (1.69) and (1.70) has a unique solution. This consequently implies that the corresponding homogeneous boundary value problem has only the trivial solution.

The following theorem supports a direct method for solving boundary value problems that are formulated for nonhomogeneous equations subject to homogeneous boundary conditions.

Theorem 1.3: If $g(x, s)$ represents the Green's function of the homogeneous boundary value problem corresponding to that posed by eqns (1.69) and (1.70), then the unique solution of the problem in eqns (1.69) and (1.70) itself can be expressed by the integral

$$
\begin{equation*}
y(x)=\int_{a}^{b} g(x, s) f(s) d s \tag{1.71}
\end{equation*}
$$

Proof. It is clear that two independent facts need to be proven. First, that the integral in eqn (1.71) satisfies the equation (1.69), and second, that it satisfies the boundary conditions in eqn (1.70).

Since the Green's function $g(x, s)$ is defined in pieces, we break down the integral in eqn (1.71) into two integrals as shown

$$
\begin{equation*}
y(x)=\int_{a}^{x} g(x, s) f(s) d s+\int_{x}^{b} g(x, s) f(s) d s \tag{1.72}
\end{equation*}
$$

In order to differentiate $y(x)$, we should take into account its occurrence. Indeed, it is defined in terms of integrals containing a parameter and having variable limits. Therefore, one has to recall from calculus [68] that if

$$
I(x)=\int_{a(x)}^{b(x)} F(x, s) d s
$$

then the derivative of this function is written as

$$
\begin{equation*}
\frac{d I(x)}{d x}=F(x, b(x)) b^{\prime}(x)-F(x, a(x)) a^{\prime}(x)+\int_{a(x)}^{b(x)} F_{x}^{\prime}(x, s) d s \tag{1.73}
\end{equation*}
$$

Hence, since both of the integrals in eqn (1.72) contain $x$ as a parameter and their limits depend on $x$, we obtain

$$
\begin{aligned}
& y^{\prime}(x)=\int_{a}^{x} g_{x}^{\prime}(x, s) f(s) d s+g(x, x-0) f(x) \\
& \quad+\int_{x}^{b} g_{x}^{\prime}(x, s) f(s) d s-g(x, x+0) f(x)
\end{aligned}
$$

The above integrals can be combined and nonintegral terms are eliminated due to the continuity of the Green's function as $x=s$. This yields

$$
y^{\prime}(x)=\int_{a}^{b} g_{x}^{\prime}(x, s) f(s) d s
$$

Recalling the continuity of the derivatives of the Green's function up to the ( $n-2$ )-nd order included as $x=s$ (see property 2 of the definition), the higher order derivatives of the integral in eqn (1.72) up to the $(n-1)$-st order included can be computed analogously to the first derivative

$$
y^{(j)}(x)=\int_{a}^{b} g_{x}^{(j)}(x, s) f(s) d s, \quad(j=\overline{2, n-1})
$$

Thus, the boundary conditions in eqn (1.70) are satisfied with $y(x)$ expressed by eqn (1.71), since all the differentiations in $M_{k}(y ; a, b)$ can be carried out under the integration sign.

Additionally, in order to substitute $y(x)$ into eqn (1.69), we compute its $n$-th order derivative

$$
y^{(n)}(x)=\int_{a}^{b} g_{x}^{(n)}(x, s) f(s) d s+\left[g_{x}^{(n-1)}(x, x-0)-g_{x}^{(n-1)}(x, x+0)\right] f(x)
$$

which, in accordance with property 3 of the definition of Green's function, yields

$$
y^{(n)}(x)=\int_{a}^{b} g_{x}^{(n)}(x, s) f(s) d s-f(x) p_{0}^{-1}(x)
$$

Upon substituting $y(x)$ and its derivatives found above into eqn (1.69) and grouping all the integral terms together, one finally obtains

$$
\int_{a}^{b} L[g(x, s)] f(s) d s-f(x)=-f(x)
$$

The above equality is an identity, since $L[g(x, s)]=0$ on $(a, b)$. Thus, the theorem is proved.

Based on this theorem, we describe below one more approach which can be used for the construction of Green's functions. The idea behind this approach is to employ Lagrange's method of variation of parameters which is traditionally used to solve nonhomogeneous linear differential equations. For the sake of simplicity, we again consider a boundary value problem for the equation of the second order

$$
\begin{equation*}
L[y(x)] \equiv p_{0}(x) \frac{d^{2} y(x)}{d x^{2}}+p_{1}(x) \frac{d y(x)}{d x}+p_{2}(x) y(x)=-f(x) \tag{1.74}
\end{equation*}
$$

subject to the simplest set of boundary conditions

$$
\begin{equation*}
y(a)=0, \quad y(b)=0 \tag{1.75}
\end{equation*}
$$

Assume the above boundary value problem has a unique solution or, in other words, the corresponding homogeneous problem has only the trivial solution. Let $y_{1}(x)$ and $y_{2}(x)$ represent two linearly independent particular

