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Preface 

This book is the proceedings of a conference held in New Haven, Connecticut, 
June 5-8, 1988, sponsored by Haskins Laboratories, and entitled "Modularity 
and the Motor Theory of Speech Perception." The purpose of the conference was 
to honor Alvin Meyer Libennan for his outstanding contributions to research in 
speech perception since he joined the Laboratories in 1944. 

Libennan's first contribution, in collaboration with Franklin Cooper, Pierre 
Delattre, and others, was to invent a way to do speech perception research. Natu
ral speech signals are extremely complex: Their perceptually significant compo
nents cannot be readily isolated by filtering or by temporal segmentation. But 
early work at Haskins with the Pattern Playback synthesizer had shown that 
spectrotemporal patterns modeled on those of natural utterances, but highly 
simplified, could be used to synthesize intelligible speech. Libennan and his 
colleagues demonstrated that valid and reliable conclusions about speech percep
tion could be based on naive subjects' judgments of such synthetic speech, 
generated from carefully controlled patterns. 

Using this method, Libennan and his colleagues proceeded to identify and 
describe the speech cues, the acoustic events that support the perception of 
particular phonetic categories. During the 1940s and 1950s, they studied the 
sounds of English, manner class by manner class, opening up the field of acous
tic phonetics and laying the foundation for speech synthesis by rule. 

Spurred by the observation that speech was far more efficiently perceived than 
the nonphonetic acoustic substitutes for letters they had hoped to use in a reading 
machine for the blind, Libennan and his colleagues also investigated differences 
between the perception of speech and the perception of other acoustic signals. 
Over the years, they discovered a range of effects, from categorical perception 

xiii 
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and right-ear advantages in dichotic listening to trading relations and duplex 
perception, that could not be readily explained on psychoacoustic grounds. 

Such findings as these encouraged Liberman to develop the Motor Theory, an 
account of the psychology of speech perception that had been adumbrated in 
some of the earliest Haskins papers. As currently formulated, the theory makes 
two related claims: First, that the entities perceived are not acoustic or auditory 
events as such, but articulatory gestures; second, that the perception of speech, 
together with other psycholinguistic processes, is the business of a special neural 
mechanism-a module, in Jerry Fodor's sense. These ideas have developed over 
many years. In earlier formulations, it was the listeners' own articulatory produc
tions that guided their perceptions of speech; more recently, it is suggested that 
an abstract vocal tract model determines both speech production and speech 
perception. Again, it was proposed earlier that "speech is special," with the 
implication that speech perception was totally different from any other perceptual 
process; more recently, speech perception, though still having its own peculiar 
domain, is seen as one of a class of modular perceptual processes. Finally, and 
perhaps most importantly, Liberman's perspective has become increasingly bio
logical; on his present view, speech perception has more in common with echo
location· in the bat than with perception of Morse code in the human. 

It would perhaps have been nice to say, at this point in Liberman's career, that 
these views of his had found widespread acceptance. Such, however, is far from 
the case. Liberman's ideas were controversial when first proposed and have 
remained controversial ever since. What can be said is that they have been 
extraordinarily influential, in the sense that a large fraction of the research in 
speech perception during the past 30 years has consisted of attempts to corrobo
rate or disprove them. 

Under these circumstances, the customary procedures for honoring a dis
tinguished scholar on the occasion of his retirement seemed to us inappropriate. 
We could, indeed, have planned a conference in which all the participants agreed 
with Liberman. But surely the best way to honor a controversial figure is to 
continue the controversies he has provoked. Therefore, we decided to invite both 
critics and supporters to comment on Liberman's ideas and their implications, 
not only for speech perception and production but for such arguably related areas 
at the production and perception of sign language, perception in nonhuman 
animals, lipreading, language acquisition, sentence processing, reading, and 
learning to read. An introduction by Franklin Cooper was followed by presenta
tions from fourteen speakers. Each of these presentations was commented on 
briefly by another speaker. There were also three panel discussions; one member 
of each panel acted as reporter. A summary by James Jenkins concluded the 
conference. All this material is included here, except for a few of the comments, 
written versions of which were not received by our deadline. Finally, it seemed 
only fair to give Liberman an opportunity to react to the conference after seeing 
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the written versions of the papers and comments; his reflections appear at the end 
of the book. 

The editors would like to thank Yvonne Manning, Joan Martinez, Nancy 
O'Brien, and Zefang Wang for their generous assistance in preparing the manu
script, and Diana Fish for her skillful indexing. We are particularly grateful to 
Alice Dadourian not only for editorial advice and assistance, but also for the 
efficiency and enthusiasm with which she handled the logistics of the conference 
itself. 

I.G.M. 
M.S.-K. 
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Chapter 1 
--------------------------------------
Introduction: Speech 
Perception 

Franklin S. Cooper 
Haskins Laboratories 

Welcome to the Conference on Modularity and the Motor Theory of Speech 
Perception. It is a real pleasure to see so many old friends and to greet those of 
you whom I have known only by reputation-a pleasure, too, to welcome you 
graduate students on whom the future of speech research depends. If you are 
wondering about the viability of a field of research that is already honoring one 
of its pioneers, the papers you are about to hear will make it clear, I think, that 
there are more problems ahead of you than there are solutions behind us grey
beards. For example: Modularity and the Motor Theory. So welcome to the 
intellectual challenges as well as to this conference! 

To Al Liberman, who is himself an old hand at conferences, this one must be 
something of a novelty: It was arranged for him, not by him! It is entirely appro
priate that Haskins Laboratories should wish to honor him. AI has been a co
worker and a cobeliever in Haskins Laboratories ever since he joined it in 1944 
and a continuing inspiration to all of us, both personally and intellectually. He 
still wanders the halls asking, "What have you discovered today?" It is doubly 
appropriate that he be honored by a conference on Modularity and the Motor 
Theory of Speech Perception, since these ideas have been central to his own 
work and to the many contributions he has made to speech research. I could say 
more-much more-in the same vein but will limit it to one personal comment: 
To me, AI has been a friend, and I am the one honored. 

Let me consider with you some simple-minded questions. How does it happen 
that we are here to talk about the Motor Theory of Speech Perception? (I shall 
leave Modularity aside for a moment.) Part of the answer lies in the history of the 
field, and as we probe that history-for the benefit of you younger people-we 
shall find even prior questions. Thus, talking about a theory implies some kind of 
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2 COOPER 

problem for that theory to explain. Was there such a problem? This may seem a 
strange thing to ask, since the question of how speech is perceived has been a 
thorny problem for as long as most of you can remember. Nearly as ancient is the 
Motor Theory as a proposed solution. 

But there was a time when even the problem did not exist-or was not known 
to be a problem. In the same sense, gravity was not a problem before Newton's 
time: Everybody knew that apples fell down just as everything else did. So 
likewise the perception of speech posed no special problem; it and other sounds 
were heard and recognized all in the same general way. 

Let me press the parallel a little farther: Neither Isaac Newton nor Alvin 
Liberman discovered his problem until it fell on him. Newton can now be 
dismissed, though we should note that it is not every man of science who provides 
his own problem as well as its solution. 

Back to AI and how he discovered his problem: Namely, how is speech 
perceived? He did not begin with speech. The problem that he and I were work
ing on at the end of World War II was the practical one of designing a reading 
machine for blinded veterans. Our approach was simple and direct: The machine 
would scan a line of type and convert the distinctive letter shapes into distinctive 
sound shapes which the blind reader would, with practice, come to recognize
and so to read printed books by ear. 

The difficulty that we encountered-as did others before and after us-was 
that the reading rates were so painfully slow, even after hours and hours of 
practice, that no one would use the device. We tried many things to make the 
sounds more distinctive and more easily learned, but reading rates were no better 
and often worse. Most frustrating was that the performance of our subjects when 
identifying our machine-made words was much poorer than their performance 
when identifying nonsense words, spoken by a person. 

Thus did Al's problem come down upon him: Finally, he realized that the right 
question was not why machine-made sounds are so poor but rather why man
made sounds are so good. What is so special about speech that makes its percep
tion so easy? 

He then supposed that speech was just a better acoustic alphabet-that it took 
the phonetic string of a sentence and spelled it out with unit sounds that could be 
heard easily and rapidly, because they flowed together into words. By studying 
these unit sounds of speech, he might be able to design a better set of sounds for 
the reading machine. 

But by this time, the Potter, Kopp, and Green (1947) collection of spec
trograms had been published, and one could see that finding acoustic invariants 
for the phonemes would not be so easy. One could pick out some of the acoustic 
consequences of articulation, but where in all this complex pattern were the 
acoustic cues for perceiving the individual speech sounds known to be lurking 
there? 

This search for the acoustic cues was the task that AI, Pierre Delattre, and I 
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undertook in the early 1950s using spectrograph and pattern playback. What we 
found was well known at the time and is still available in the literature. Cues 
there were-in abundance and extreme diversity. Before the end of the decade, 
most of them had been found and organized into rules for synthesis that gener
ated quite intelligible speech (Liberman, Ingemann, Lisker, Delattre, & Cooper, 
1959). 

But it was the diversity and curious character of the cues that needed a better 
explanation than current auditory theories of perception could provide. The cues 
for a particular speech sound seemed to make sense only when one considered 
how that sound had been articulated. AI made these arguments explicit in his 
1957 (Liberman, 1957) review paper and offered a motor theory to explain why 
speech is so exceptionally efficient as a carrier of messages. 

Thus history, not logic, is the principal reason we are here to talk about a 
motor theory of speech perception rather than a motor theory of speech 
production. 

There were other reasons, too. There was then a bias-which still persists
toward thinking about speech as "that which goes into the ear" rather than "that 
which comes out of the mouth." Little wonder, since the ear and its roots in the 
brain are so much more elegant and mysterious than the mouth's crossed-up 
plumbing and ventilating systems, which can't even breathe and swallow at the 
same time! Then, too, instrumentation was largely lacking for research on pro
duction. 

Let me add as an aside that although AI continued to focus on the perception 
of spee-::h and its many unique characteristics, there were some of us here who 
did start, in the late 1950s, to look for phonological structure on the production 
side. The Laboratories still has a major program ongoing in this area, and we are 
by no means alone. 

Now, what would be different if we were talking about a motor theory of 
speech production instead of a motor theory of speech perception? Surely there 
must be close linkages between the two processes and their mechanisms unless, 
indeed, a single mechanism performs both functions. But whatever the internal 
structure of the speech module (or modules), the input and output signals are very 
different in kind and structure. This calls for a restructuring operation somewhere 
in the sequence-one that may put tighter constraints on a model for the speech 
module than do either perception or production. 

So another question: Should we perhaps be talking about a motor theory of 
speech per se, where "speech" stands for "communication by voice?" This 
would emphasize the communicative function that is served by both perception 
and production. Moreover, it would give central place to the operation that 
ensures error-free regeneration of spoken messages, even when repeated many 
times. 

You may object to so much emphasis on the relaying of spoken messages from 
person to person, since it is so rarely done. The point is that it can be done; the 
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mechanism is in place and in use for other purposes. Long ago, this kind of 
relaying was common; indeed, speech-aided by rhyme-served to repeat epic 
poems intact across the ages. The trick, just as with long-distance telephony now 
that it has gone digital, is to regenerate the signal each time it is relayed. The 
incoming signal, contaminated with noise and distortion, is replaced by a shiny 
new signal in canonical form. For humans, the regenerated signals serve a further 
purpose: They are just what is needed for memory, since the bit rate for identify
ing the message units is so much less than for describing the incoming sounds. 

Regeneration is only one of several names for the function I have been talking 
about. Categorization is an essential part of the function, and with labeling 
included it provides the recognition stage in models of speech perception. Re
structuring, or recoding, are also closely related terms. In models of speech 
production, the generative part of regeneration corresponds to setting up motor 
plans or coordinative structures. I have used the term "regeneration," because it 
relates to both input and output and implies the communicative function of which 
it is an essential part. 

Clearly, regeneration also implies units. In their canonical form, these would be 
the "intended gestures" of the motor theory. But surely these are only a subset of 
all possible gestures, so what constrains the choice? Speed of execution is one 
requirement. In fact, people can and do talk at rates of up to fifteen or so units per 
second-which seems impossibly high for such slow machinery as tongue and 
jaw. So we should not expect speech gestures to conform to our usual notion of a 
completed movement such as a nod of the head or a wave of the hand. No amount 
of coarticulation between such gestures (i.e., overlap along the time line), would 
crowd them into the time allowed. 

But coarticulation across the time line could do it. Given the several artic
ulators that we have and their potential for independent and concurrent action, 
the total system could achieve a succession of discrete states-nameable as pho
nemes or intended gestures-and so attain a kind of phase velocity much higher 
than that of the individual articulators. It may be comforting to note that this way 
of looking at speech-searching for coincidences and alignments during ongoing 
gesturing-conforms to the cosmic strategy whereby astrologers seek our des
tinies in planetary alignments. 

Another constraint on the choice of gestures is the fairly obvious one that they 
must have acoustic consequences. Preferably, the consequences would be as 
strong and distinctive as they are for [s] and [f], but given the nature of the 
gestures, most of the sounds are necessarily variable with context and some, to 
round out the inventory, are even as feeble and confusable as [f] and [9]. 

A more demanding requirement is that the units be permutable. Thus, assum
ing speech to be a succession of discrete states that progresses from one intended 
gesture to the next, then the set of possible "next gestures" from any particular 
state is small and sharply constrained. It is limited-not by phonological rules
but by circumstances such as that some of the articulators are already in mid-
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movement and must, therefore, continue moving in the next gesture. In a more 
general way, one of the prices of parallelism is that there is no way to extract a 
time slice without leaving rough edges, so shuffiing its position means finding a 
place where the edges will match. 

It might be useful to turn this argument on its head and use the permutability 
requirement to reinterpret our knowledge of how real phonemic units combine 
and recombine. That could help us to arrive at physiological descriptions of the 
"intended gestures." 

Much of what I have been saying has dealt with the constraints that particular 
processes put on models for speech. Let me now try a different tack and ask 
about minimal constraints on the speech signal at various stages of the commu
nicative process: Thus, what requirements at the very least must the unit signals 
of speech meet, if they are to be useful in perception, in production, and in such 
intermediate processing as may be needed to link perception and production? 
And, having asked these questions, let me propose answers: For perception, the 
signals must at the very least be audible; for production, they must be utterable; 
and for the intermediate processing, they must be both regenerable and permuta
ble; it would help, if they were also memorable. The moral I would draw is 
obvious: The constraints that really bind are the need to regenerate and the need 
to permute the signal units. 

Finally, let me return to my original question, slightly sharpened: We are, in 
fact, met here to talk about Modularity and the Motor Theory of Speech Percep
tion. Does that emphasis on perception mean that we are "barking up the wrong 
tree?" Like most simple-minded questions, this one has two answers: YES, if we 
suppose that perception is all-important, or that it can be dealt with in isolation. 
NO, if we consider that perception by itself is a very large topic for a single 
conference, and if we remember that the models we build for perception must be 
compatible with the rest of the communicative process; that is, they must honor 
the Throughput Principle: That which goes in at the ear, and out from the mouth, 
must somehow go through the head. 
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Chapter 2 
--------------------------------------------
The Status of Phonetic 
Gestures 

Bjorn Lindblom 
Department of linguistics, University of Texas, and 
University of Stockholm 

Abstract 

In this chapter, I shall argue that speakers adaptively tune phonetic gestures to 
the various needs of speaking situations (the plasticity of phonetic gestures) and 
that languages make their selection of phonetic gesture inventories under the 
strong influence of motor and perceptual constraints that are language indepen
dent and in no way special to speech (the functional adaptation of phonetic 
gestures). These points have implications for a number of issues on which the 
Motor Theory takes a stance. In particular, the evidence reviewed challenges 
two assumptions that are central to the Motor Theory-that of modularity and 
gestural invariance. First, if phonetic gestures possess invariance at the level of 
motor commands, and listeners are able to perceive such gestural invariance, 
why is speech production so often nevertheless under output-oriented control? 
Second, the Motor Theory assumes that speech perception is a biologically 
specialized process that bypasses the auditory mechanisms responsible for the 
processing of nonspeech sounds. It also assumes that the motor system for vocal 
tract control exhibits specialized adaptations. If so, why do inventories of 
vowels and consonants nevertheless show evidence of being optimized with 
respect to motoric and perceptual limitations that must be regarded as biolog
ically general and not at all special to speaking and listening? 

There are two aspects of phonetic gestures that merit special attention in the 
context of the Motor Theory (MT), (Liberman & Mattingly, 1985). One striking 
fact comes from observations of how speech is produced: A large body of 
experimental evidence suggests that phonetic gestures are highly malleable and 
adaptive. They exhibit plasticity. 

7 



8 LINDBLOM 

The second point emerges from cross-linguistic data on how languages select 
gestures to build segment inventories: Phonologies are "quantal" in that they use 
similar gestures drawn from a remarkably small universal set (Stevens, 1989). 
Moreover, in individual languages, the selection of vowel and consonants from 
this set is systematic and lawful. It is governed by certain "implicationallaws" 
(Jakobson, 1968; Lindblom & Maddieson, 1988). 

As we try to explain why systems of phonetic gestures exhibit these quantal 
and implicational properties, we are led to argue that they are selected so as to 
meet collectively a demand for "sufficient perceptual contrast." Developing this 
point, we shall suggest that phonetic gestures can be seen as adaptations to 
constraints on motoric and perceptual mechanisms that are language independent 
and not special to speech. 

The plasticity of phonetic gestures is a phenomenon that any theory aimed at 
resolving the issue of phonetic invariance (Perkell & Klatt, 1986) must account 
for. The MT addresses this issue by claiming as Liberman and Mattingly (1985) 
wrote: "The objects of speech perception are the intended phonetic gestures of 
the speaker, represented in the brain as invariant motor commands" (p. 2). 
Furthermore, viewing phonetic gesture inventories as adaptations to nonspecial 
input/ output mechanisms poses another interesting problem for the MT that 
argues that both the production and the perception of speech are "modular," 
biologically specialized processes. Let us see where contrasting these views will 
lead us. 

The Plasticity of Phonetic Gestures 

The MT Model of Speech Production 

Liberman and Mattingly (1985) took the following stance on the invariance 
issue: 

Phonetic perception is perception of gesture .... [They further state] the invariant 
source of the phonetic percept is somewhere in the processes by which the sounds 
of speech are produced. (pp. 21-23) 

The authors recognized the complexity and variability that phonetic gestures 
exhibit in instrumental analyses but claimed (Liberman & Mattingly, 1985): 

It is nonetheless clear that, despite such variation, the gestures have a virtue that the 
acoustic cues lack: Instances of a particular gesture always have certain topological 
properties not shared by any other gesture. [They conclude that] the gestures do 
have characteristic invariant properties, as the motor theory requires, though these 
must be seen, not as peripheral movements, but as the more remote structures that 
control the movements. These structures correspond to the speaker's intentions. (p. 
23) 
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Vowel Reduction 

We can illustrate this theory of invariance with some examples of the so-called 
undershoot phenomenon (Lindblom, 1963). Figure 2.1 shows spectrograms of 
three English words containing one, two, and three syllables: muse, music, 
musically. The increase in word length is correlated with a shortening of the 
initial, stressed vowel. This durational variation is associated with shifts in the 
extent to which mid-vowel formant patterns approach a hypothetical target. Note 
the extent of the F2 contour, which shows a clear dependence on vowel duration. 
The tongue, initially in a palatal position, undershoots its velar /u/ target more 
and more as the vowel becomes shorter. Note that these samples are all from 
syllables carrying lexical main stress. Therefore, we are justified in calling the 
phenomenon illustrated in Fig. 2.1 duration-dependent undershoot. 

In conformity with the Liberman-Mattingly model of speech production, it 
seems possible to suggest that the undershoot effect is due to the spatial and 
temporal overlap of adjacent motor commands. The durational variations in
duced by changing word length cause differences in timing of the motor com
mands, and, provided that the time constants of the articulators are assumed not 
to change, the MT makes the correct prediction that in a particular context 
reaching the target configuration of the stressed vowel is a function of the 
duration of the vowel. Because undershoot is lawfully related to the duration and 
the context of the vowel gestures, it is possible to claim that something nonethe
less remains invariant: the underlying intention, or "Lautabsicht" (Lindblom, 
1963). On this view of speech, therefore, the task of the listener becomes that of 
inferring the intended gestures from highly encoded and indirect acoustic infor
mation. 

For biomechanical reasons, the simple undershoot model may still be said to 
have a certain validity. However, there are complications. Mainly they arise from 
the fact that in natural speech a speaker's intentions go far beyond that of merely 
producing a sequence of invariant phonetic gestures. We begin to see these 
complications as soon as we broaden the scope of our inquiry and approach 
slightly more ecological speaking conditions than those normally studied in our 
laboratories. 

Apparently speakers are free to vary degree of undershoot somewhat indepen
dently of vowel duration. This is evident from studies indicating on the one hand 
that in fast speech, articulatory and acoustic goals can be attained despite short 
segment durations (Engstrand, 1988; Gay, 1978; Kuehn & Moll, 1976) and on 
the other hand that reductions can occur despite adequate duration (Nord, 1986). 
How talkers go about varying degree of undershoot is not known. One possibility 
is that deviations from duration-dependent undershoot might be due to processes 
such as "overarticulating" and "underarticulating" (cf. discussion of "clear 
speech" following). The observed deviations of duration-dependence obviously 
constitute an embarrassment for the simplest version of the undershoot model 
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(Lindblom, 1963). An improved model is clearly needed capable of capturing the 
malleability of phonetic gestures. 

Compensatory Articulation 

Speakers are in fact capable of reorganizing phonetic gestures so as to reach 
constant acoustic and perceptual goals. This has been shown most clearly by 
experiments on compensatory articulation in which atypical jaw positions are 
induced by means of so-called "bite blocks" (Lindblom, Lubker, & Gay, 1979; 
Lindblom, Lubker, Lyberg, Branderud, & Holmgren, 1987). The relative ease 
with which speakers adapt to an unnatural bite block can be accounted for by 
assuming also that normal speech motor control is intrinsically compensatory. 
Although the bite block must be overcome by invoking rather extreme articula
tions, the compensation occurs effortlessly, because not only speech but motor 
behavior in general is organized to be compensatory. For the sake of those who 
take a dim view of bite block experiments and remain unconvinced by claims that 
bite block speech tells us anything at all about normal speech, let us examine 
another case of compensation, but one found in a more ecological speaking 
situation. 

Loud Speech 

Consider the control of vowel duration in loud speech. Speakers have been 
shown to use larger jaw openings when speaking louder. The effect is indepen
dent of vowel identity and has been demonstrated for several languages 
(Schulman, 1989). Now this raises a problem for the production of loud vowel 
duration in the following way. Recall the Extent of Movement Hypothesis pro
posed by Fischer-JI/.Irgensen (1964). It explains why, everything else being equal, 
open vowels universally tend to be longer than close vowels. The main effect is 
that in an open vowel occurring in a eve environment, the jaw moves further 
than in a close vowel in the same context. Using a quantitative articulatory model 
formalizing Fischer-JI/.Irgensen's idea, I showed for /ibVbi/-utterances (Lind
blom, 1967) that owing to these differences in jaw movement, the release of the 
first /b/ will occur more and more prematurely, and the implosion of the second 
/b/ will be increasingly delayed as the degree of opening of the vowel is· in
creased. In addition to supporting the Extent of Movement Hypothesis, these 
model experiments indicate that the effect can in fact be so drastic that unless the 
lip gestures for the /b/:s are reorganized to compensate for the jaw movement, 
unacceptably large durational differences between open and close vowels will 
result. The need for such compensation was indeed substantiated by the lip and 
jaw measurements of the same study (Lindblom, 1967, e.g., Fig. I-A-14). 

Because loud speech uses more open jaw positions, the Extent of Movement 
Hypothesis applies also to that style of speech. Experimental data (Schulman, 
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1989; Lindblom, 1987) show that the increased jaw openings of loud vowels are 
compensated for by other articulators in order to make vowel durations of loud 
and normal conditions more similar than they would have been without compen
satory maneuvers. 

Clear Speech 

We recently began a series of studies aiming at describing the acoustic properties 
of clear speech. Presumably when people speak more clearly, they do so in an 
effort to become more intelligible. One issue is whether this speaking style 
differs from more neutral speech mainly in that its signal-to-noise ratio is better 
or whether it also involves a reorganization of phonetic gestures and acoustic 
patterns. There is evidence indicating that such reorganization does indeed take 
place and can be rather extensive (Picheny, Durlach, & Braida, 1986; Uchanski, 
Durlach, & Braida, 1987). 

We have preliminary data on American English vowels (Moon & Lindblom, 
1989) produced in contexts that meet the following conditions: 

1. The vowels and their consonantal environments should be chosen so as to 
maximize large "locus-to-target" distances (e.g., front vowels occurring in a 
labio-velar environment: wheel, will, well, wail) 

2. The vowels should carry lexical main stress 

3. They should vary in duration. 

The latter two requirements were met by making use of the so-called "word length 
effect." The length of the test words was varied by adding -ing and -ingham to the 
eve sequence under analysis, which produced series such as will, willing, 
Willingham, and so forth. Subjects were asked to read randomized lists of such 
tokens. Initially they were instructed to adopt a comfortable tempo and vocal effort 
but received no specific instructions otherwise. We refer to these speech samples 
as citation form speech (eF). In the second half of the recordings, they read similar 
lists but were now explicitly told to overarticulate and to speak as clearly as 
possible (eS lists). Measurements were made of vowel duration and of formant 
frequencies at points of minimum rate of change in the vowels and of the locus 
pattern of the consonants. 

Plots of formant frequencies versus vowel duration were prepared for all the test 
items. The vowel formant patterns of both eF andes samples were found to 
exhibit duration-dependent undershoot. For both styles, the data points tended to 
cluster in' ways that could be described in terms of exponential curves similar 
to those used in Lindblom (1963). However, there were significant differences: 
Overarticulated vowels were consistently of longer duration, and for every vowel 
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examined, the CS undershoot curve was different from the corresponding CF 
curve. These differences can be summarized by saying that for each individual 
vowel the asymptotes of the exponentials tend to be located much closer to the 
formant values observed for null-context environments such as /h-d/. Plotting the 
data on an F1 /F2 vowel chart, we observe that the CS vowel space invokes values 
that are more peripheral and closer to the /h-d/ targets than the CF tokens, which 
are more context-sensitive and, hence, more centralized in the formant space. 

The analysis of the investigation from which these observations are taken is still 
in progress. In the near future, we expect to be able to give a more comprehensive 
report on the robustness and generality of the observed effects across a wide range 
of speakers and contexts. Nevertheless, a trend fully compatible with previous 
work on CS acoustics (Picheny et al., 1986, Uchanski et al., 1987) is evident in the 
patterning of the data, which so far suggest that it does not merely improve the SIN 
ratio. Clear speech is a transform that tends to enhance the acoustic contrast among 
vowel phonemes, making their formant patterns less dependent on context and 
more widely dispersed. 

If our preliminary results are further corroborated, we must ask: Why should 
there be such a thing as clear speech? Why do talkers bother to make extensive 
adjustments of their phonetic gestures and the associated acoustic patterns? Is it 
because in so doing they facilitate the listener's access to the distal objects of 
perception: the underlying phonetic gestures (cf. the Motor Theory)? Instead, is 
it because they thereby make acoustically stable and salient properties of the 
signal easier to identify (cf. the Quanta! Theory of Speech)? Finally, is it-as we 
prefer to argue-because lexical access is based on "sufficient contrast" (cf. the 
Theory of Adaptive Dispersion as presented in the following)? 

Is lnvariance Necessarily Phonetic? 

How do we account for the variance of phonetic gestures that we observe in 
compensatory articulations, in loud speech, and in clear speech? No doubt pro
ponents of the MT would pin their hopes on future research demonstrating how 
the speech system succeeds in computing a family of gestures that, in spite of 
substantial surface variability, topologically share certain unique properties and 
nevertheless manage to remain motorically invariant. 

However, faced with a rather impressive body of evidence on the plasticity of 
motor gestures in general and phonetic gestures in particular, we are easily 
persuaded by an alternative vision according to which invariants will ultimately 
have to be defined in terms of the purpose and primary ecological function of the 
gestures, namely lexical access, comprehension, and social interaction. On this 
view, phonetic gestures should not be expected to be motorically invariant, 
because they are merely adaptive and malleable means to more global commu
nicative ends. 
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Why then are we looking for phonetic invariance? Is it not needed for satisfac
tory lexical access? Here is a summary of an argument that leads us to conclude 
that in principle it is indeed dispensable. 

We begin by noting that the structure of all languages exhibits redundancy and 
that the perception of speech is the product of two types of information: signal
driven and signal-independent information. As a consequence of redundancy, the 
words and phonemes of individual utterances show short-term variations in pre
dictability. Consider the following two utterances1 : 

Utterance A: A stitch in time saves --· 
Utterance B: The next number is--· 

A reduced, articulatorily simplified pronunciation of nine would stand a better 
chance of being correctly identified in utterance A than in utterance B. Whether 
reduced or not, any phonetic form that is correctly identified would by definition 
be perceptually adequate (sufficiently rich). From the viewpoint of lexical access, 
such a form can be said to exhibit sufficient perceptual contrast. 

These considerations lead us to conclude that phonetic in variance is not neces
sarily essential for lexical access. Speech signals will be adequate for lexical 
access as long as they are rich enough to match in a complementary fashion the 
listener's running access to signal-independent information. According to this 
theory, therefore, the critical condition that phonetic gestures must meet is that 
they be perceptually sufficiently contrastive. 

Coarticulation 

With the idea of "sufficient perceptual contrast" in mind, let us take a new look 
at some well-known measurements often referred to in discussions of consonant
vowel coarticulation. Early work on the acoustic patterns of synthetic speech led 
Haskins researchers to conclude that the objects of speech perception were not to 
be found at the acoustic surface but might be sought in upstream invariant motor 
processes. In 1966, Ohman published his spectrographic measurements on 
V 1CV 2 sequences. His results give a vivid demonstration of massive coarticula
tion effects and seem at least at first glance to lend strong support to the Haskins 
idea that there is simply no way to define a phonetic category in purely acoustic 
terms. 

To make this point, we reproduce one of Ohman's diagrams in Fig. 2.2, an 
illustration, as good as any, of the observation that place information for a given 
consonant is carried by a rising transition in one vowel context and a falling 

lin my choice of these examples I am indebted to Lieberman (1963). 
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FIG. 2.2. Formant transitions and consonant-vowel coarticulation. 
Stylized second-formant transitions observed in VCV utterances. The 
symbols at transition endpoints identify the following and preceding 
contexts respectively (adapted from Ohman, 1966, with permission). 

transition in another (Liberman, Delattre, Cooper, & Gertsman 1954). 
However, although admittedly complex, do acoustic patterns of this kind 

really justify the conclusion that there is simply no way to define a phonetic 
category in purely acoustic terms? Let us replot the Ohman data as shown in Fig. 
2.3. 

The data points pertain to F2 and F3 of the CV 2-boundary (x- andy-axes) and 
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FIG. 2.3. A three-dimensional representation of formant measure
ments at CV-boundary ofVCV sequences (Ohman 1966). The "clouds" 
of the diagram includes all the data in Tables II and IV of the Ohman 
(1966) article. X-axis: Second formant at CV-boundary. Y-axis: Third 
formant at CV-boundary. Y-axis: Second formant in final vowel. 

to F2 of the V 2 vowel (z-axis) and are from his Tables II and IV (Ohman, 1966). 
We see a three-dimensional view of three "clouds" that correspond to samples of 
V1bV2, V1dV2 and V1g2V2 utterances, respectively, and that, in spite of all the 

·vowel-consonant coarticulation, do not overlap and hence, are sufficiently dis
tinct from each other. 

The implication of this result is this: If we make the reasonable assumption 
that perception has access to (at least) these three parameters of the VCV utter
ances, the information available in the acoustic signal should be sufficient to 
disambiguate the place of the consonants. Needless to say, the three dimensions 
selected here do not by any means exhaust the signal attributes that might carry 
place information. One obvious omission is the spectral dynamics of the stop 
releases. Spectra for /b/ would be relatively weak and flat whereas those for ldl 
and /g/ would show distinct stronger energy concentrations of mainly front 
cavity dependence (Stevens, 1968). Adding such dimensions to the consonant 
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space would be an effective means of further increasing the separation of the 
three clouds and thus enhancing their distinctiveness. 

Please note the following: Given the preceding analysis, we do not, unlike 
proponents of the MT, need to postulate that a specialized mechanism evolved to 
handle coarticulation in CV syllables. Phonetic categories are "polymorphous" 
phenomena (Kluender, Diehl, & Killeen, 1987) tha!> if sufficiently contrastive 
perceptually, do the job of differentating lexical items from each other. Their 
polymorphous nature and the notion of sufficient contrast imply that there is no 
single necessary or sufficient cue that must always be present for category 
membership. 

This analysis is supported by work on speech perception by animals. Most 
recently Kluender et al. ( 1987) demonstrated the ability of Japanese quail to learn 
to discriminate place in stop consonants and to generalize their judgments to new 
vowel contexts. These birds are also capable of using cues for voicing, vowel 
height, and sex of talker. These findings strongly suggest that quail perform well 
on the discrimination tasks not because they are equipped with a specialized 
processor for speech, but because they are able to exploit the stimulus properties, 
and because these properties are acoustically sufficiently rich. 

The Linguistic Selection of Phonetic Gesture 
Inventories: Adaptation to Non-specialized 

Input/Output Constraints 

It appears reasonable to assume that the factors that shape the vowel and conso
nant inventories of the languages of the world originate in the interactive behav
ior of speakers and listeners. What is the nature of the selection criteria that 
might govern the evolution of phonetic systems? 

The Quantal Theory of Speech (Stevens, 1989) hypothesizes that languages 
tend to seek out regions of high acoustic and auditory stability in the universal 
phonetic space and that these regions represent the physical correlates of the 
distinctive features of phonological systems. Both talker-oriented and listener
oriented factors motivate the choice of acoustic stability as a basis for selections. 

An alternative theory, the Theory of Adaptive Dispersion (Lindblom, Mac
Neilage, & Studdert-Kennedy, forthcoming), shares with the Quantal Theory the 
assumption that the factors shaping phonetic inventories originate in on-line 
speaker-listener interactions but differs in that it explores the consequences of 
adopting another selection criterion, namely sufficient perceptual contrast. Some 
of the results obtained within that paradigm bear on the present discussion. 

Perceptual Contrast 

Let us first look at dispersion and the notion of perceptual contrast. Typological 
studies of vowel systems (Crothers, 1978; Maddieson, 1984) show that the most 
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favored inventories are drawn from a small subset of the total set of observed 
qualities. The data of Table 2.1 are from Crothers (1978). 

It is evident that languages favor peripheral vowels and that there is a tendency 
to use many more sonority (open/close) contrasts than chromaticity (front/back 
and rounded/unrounded) contrasts. 

Suppose we approach these observations from the following point of view: If 
vowels systems were seen as adaptations to the universal auditory constraints of 
human hearing, what would they be like? This is essentially the question that we 
have addressed in a number of studies. Here is a brief summary of some of the 
results. 

Three studies explore the notion of "maximal perceptual contrast." In Lil
jencrants and Lindblom (1972), a formant-based distance metric was used to 
quantify the notion of perceptual contrast and to predict the phonetic values of 
vowel systems as a function of inventory size. The predictions were successful in 
reflecting the patterns of dispersion clearly evident in the typological data. Their 
major failure was that, in large systems, too many high vowels were generated. 

In Lindblom (1986), the simulations were repeated with a psychoacoustically 
better-motivated distance metric (Bladon & Lindblom, 1981). This revision led 
to clear improvements, implying that as our description of the auditory con
straints becomes better, so will our predictions. A third study (Lindblom, in 
press) combines the 1986 model with the results of experiments using Direct 
Magnitude Estimation (DME). The DME technique was used to compare sub
jects' judgments of movement along the dimensions of jaw opening and anterior
posterior positioning of the tongue. The results indicated that jaw movements 
appeared subjectively more extensive than tongue movements, although dis
placements were equal in terms of physical measures (Lindblom & Lubker, 
1985). Incorporating those results into the simulations, we revised the optimiza
tion criterion to encompass also articulatory discriminability, departing from the 

TABLE 2.1 
Most Favored Vowel Systems Observed in a Corpus 

of Over 200 Languages (Crothers, 1978) 

Inventory Size Vowel Qualities No ofLG's 

3 i au 23 
4 iaue 13 
4 iaui 9 
5 i au e;, 55 
5 iauei 5 
6 iaue;,i 29 
6 iaue;,e 7 
7 iaueoi:l 14 
7 iaue;,eo 11 
9 iaue;,eoi:l 7 
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TABLE 2.2 
Predicted Vowel Systems Derived From Quantitative 
Simulations (Adapted from Lindblom, MacNeilage & 

Studdert-Kennedy, forthcoming). 

Inventory Size Vowel Qualities 

3 iau 
4 i au e 
5 iaue:l 
6 iaue:lN 
7 iaueaN¥ 
9 iaueaeoNa 

assumption that vowels tend to evolve so as to both sound and feel sufficiently 
different. 

Evaluating the results, two things should be noted. The probability of select
ing a correct system by pure chance is less than 10- 3 , irrespective of system 
size. The predictions are perfect, if we measure agreement between model and 
data in terms of the number of sonority and chromaticity contrasts. Bearing these 
points in mind, we see from Table 2.2 that the simulations achieve an extremely 
close agreement with the typological data. 

Adaptive Dispersion 

In the three studies reviewed above, articulatory factors play a role in delimiting 
the phonetic space of "possible vowels" (Lindblom & Sundberg, 1971), but 
beyond that they are essentially neglected. There is a great deal of evidence 
(Lindblom et al., forthcoming) indicating that articulation plays an important 
role and that production constraints tend to counterbalance demands for percep
tual contrast. Briefly let us mention a single example due to Maddieson (1984). 
The optimal five-vowel system is I i e a o u/ not /i: e ~ Q u<~t. He suggested that 
a principle of "sufficient contrast," rather than of maximal contrast, may under
lie such patterns. 

Recent work (Lindblom et al., forthcoming) indicates that both vowel and 
consonant systems appear to be organized so as to meet a demand for "sufficient 
contrast." This becomes clear, once we begin to examine the contents of phonet
ic systems in relation to inventory size. 

Our source of information is the UPSID database (Maddieson, 1984), which 
contains typological data on the segment inventories of 317languages. Figure 2.4 
exemplifies the results of sorting the consonant segments of UPSID into three 
categories-Basic, Elaborated, and Complex articulations-and then plotting the 
number of segments that a language uses in each category as a function of the total 
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database (Maddieson, 1984). 

number of consonants in that language2 • Figure 2.4 shows a histogram plot 
describing the distribution of obstruents in the UPSID corpus. The diagram tells us 
that the contents ofUPSID inventories is determined by inventory size. First, they 
invoke Basic articulations, then Basic and Elaborated, and ultimately all three 
types, including the Complex. 

This Size Principle makes sense, if we assume that, in small systems, elemen-

2Elaborated articulations are place, source, and manner mechanisms that can be seen as elabo
rated versions of more elementary, or Basic, articulations. Segments containing combinations of 
Elaborated articulations are classified as Complex. 
Basic: b, m, t, i, a ... 
Elaborated: p', d', J, mb, t, q, pi, ... 
Complex: qh, iiii, q', ht, ... 
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tary articulations achieve sufficient contrast, whereas in larger systems, demands 
for greater intrasystemic distinctiveness cause additional dimensions (elabora
tions) to be recruited and combined to form complex segments. Data of this sort 
lend support to the Theory of Adaptive Dispersion (Lindblom & Maddieson, 
1988; Lindblom et al., forthcoming) and suggest that the Size Principle, com
bined with quantitative measures of perceptual distinctiveness and articulatory 
complexity, should play a significant role in accounting for the contents of 
phonetic inventories. 

The conclusions relevant to the present context are as follows: The results are 
compatible with claiming that inventories of phonetic gestures are selected so as to 
optimize both the distinctiveness and the pronounceability of individual segments. 
Phonetic gestures can, thus, be seen as adaptations to motoric and perceptual 
constraints that are language-independent and in no way special to speech. Facts 
about the way humans respond to psychophysical, nonspeech stimuli are sufficient 
to enable us to predict with good accuracy the essential contents of vowel 
inventories in a large number of languages. If human speech perception is a 
biologically specialized process that bypasses nonspeech hearing, why do vowel 
system patterns show such clear adaptations to auditory constraints not special to 
speech? 

Conclusions 

Plasticity and lnvariance 

Our interpretations are in agreement with the MT in that the distal object of 
speech perception is the speaker's intention. However, we differ by claiming that 
a speaker's intentions go beyond the production of phonetic gestures. We see the 
gestures as no more than a variable and adaptive means to the more global, eco
logically more primary ends of speech acts: lexical access, comprehension, and 
social interaction. On this view, phonetic gestures are not strong candidates for 
the invariant units of speech. In fact, we argue that phonetic invariance is not 
necessary at all for adequate lexical access, because successful speech under
standing presupposes gestures that are sufficiently contrastive but not necessarily 
physically constant. 

Modularity and Phonological Adaptations 

Assuming that speech perception is modular and operates by by-passing the 
general-purpose mechanisms of auditory perception, we face the question: Why 
are the fossilized gestures of phonological inventories so well adapted to biolog
ical properties of production and perception not special to speech? There appears 
to be a clear problem here for the MT. 
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Consider also the quantal and implicational nature of sound structure, which is 
the fact that languages tend to use similar gestures drawn from a very limited 
universal set and that the subsets they select show a strongly hierarchical organi
zation internally. How does the MT account for such facts? 

One possibility would be to suggest that all of these properties reflect the way 
that the "speech-processing module" works. We might assume that the module 
accepts only a limited number of gestures and that it somehow imposes an 
implicational structure on phonological systems. If so, we are led to ask: How did 
the speech-processing module get that way in the first place? It seems clear that if 
at an early stage of the game we claim that "speech is special," we shall a priori 
deprive ourselves of all opportunities to provide performance-based explanations 
of phonological facts. Consequently, we are forced to conclude that suggesting 
that the quantal and implicational organization of sound systems reflects the way 
that the speech-processing module works is a solution that completely begs the 
question on an issue that must be regarded as central to linguistic theory. 

Speech Evolution 

Admittedly, postulating biologically specialized systems for the production and 
perception of speech-as the MT does-appears not only reasonable but neces
sary in the light of a great deal of evidence. Claiming that linguistic perception 
does not in some sense presuppose specialized neural architecture would clearly 
be counter-factual. Why then have we pursued a line of reasoning that con
sistently sets out to deny the existence of such specializations? The answer is that 
denying the existence of specializations is not the expression of a belief or a 
conviction. It simply reflects a methodological strategy. 

As we compare spoken language with the input and output structures underly
ing its use, we note that the motoric and perceptual mechanisms were in place 
long before language entered the stage. An initial task on the agenda of an 
evolutionary research program on spoken language would, therefore, seem to be 
to investigate how the newcomers, speech and language, could acquire some of 
their properties by adapting to the phylogenetically older structures rather than 
the other way around. The question would be: If language were seen as a set of 
adaptations to the constraints of early man's vocal, auditory, and cognitive sys
tems, what would it be like? 

The MT reverses this query completely, responding instead to: If speech 
production and speech perception were seen as adaptations to language what 
would they be like? Consider the following statements (Liberman & Mattingly 
1985): 

Adaptations of the motor system for controlling the organs of the vocal tract took 
precedence in the evolution of speech. These adaptations made it possible, not only 
to produce phonetic gestures, but also to coarticulate them so that they could be 
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produced rapidly. A perceiving system, specialized to take account of the complex 
acoustic consequences, developed concomitantly. (p. 7) 

Perhaps Liberman and Mattingly were correct in saying that their theory "is 
neither logically meaningless nor biologically unthinkable" (Liberman & Mat
tingly 1985, p. 3). Once evolved, language could conceivably continue to devel
op in coevolution with the input/output mechanisms. 

However, this approach has a methodological problem. How do we go about 
reconstructing the path of development towards specialization and uniqueness 
without running the risk of prejudging the issue? One possible answer-the one 
favored here-is that we can minimize this risk, if, in attempting to derive 
language from nonlanguage, we first make the most of the non-special mecha
nisms. 
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Comment: Beyond the Segment 

Osamu Fujimura 

The Division of Speech and Hearing Science, Ohio State University 

Segmentalism 

Lindblom gives an intriguing argument that the linguistic system for speech 
communication is largely determined by biological constraints that are not 
speech specific and by the requirement that the verbal communication be effi
cient. Such conditions can be shown to be satisfied by the sound patterns of 
existing natural languages, he argues, when we examine the observable charac
teristics of acoustic signals or their auditory perceptual values that represent the 
phonetic units of those languages. Phonetic units such as vowels and consonants 
form a system of segmental units in such a way that their auditory effects are 
maximally distinct under the peripheral perceptual constraints. Therefore, if I 
understand his point correctly, the reference to motor gestures, which AI Liber
man and his colleagues' motor theory assumes as the basic principle of speech 
perception, should not necessarily be of primary concern for us; what we need is 
to assume that perception sorts distinct signals into categories of patterns seg
ment by segment. 

From my point of view, the segment inventory is only a part of language as a 
system of verbal codes. The human competence in verbal communication pro
cesses goes well beyond what a theory of phonemes can describe. What one has 
to depend on in perceiving speech messages is not limited to the capability of 
identifying isolated segmental units, even if that constitutes part of the actual 
process. As for the "segmental aspects" of speech, furthermore, a more interest
ing question would be to ask to what extent the concatenation-coarticulation 
approach would work, if we took syllables or demisyllables instead of the phone
mic segments as the categories, because we know segment-by-segment identifi-
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cation simply does not work in the way the phonemic theory would prescribe. At 
best, such a system would involve very complex and abstract processes. As a 
concatenative unit, if we take the concept literally in analysing acoustic or 
auditory signals as they are, we will probably need to consider some rather large 
phonetic phrases, something like the stress group or foot in English (for some 
relevant observations about cognitive programming of motor execution, see 
Sternberg, Knoll, Monsell, & Wright, 1978, 1988) or an intonation phrase at 
some level (Pierrehumbert, 1980). This situation may be in some sense realistic, 
when we discuss initial exposures of infants to the surrounding language, where, 
for example, crucial parts of utterances, such as key words in focus, are marked 
with readily accessible prosodic cues, and those materials are drawn from a 
relatively limited vocabulary of simple words or phrases. Within such a pros
odically coherent phrasal unit (including single words under certain environ
ments), I think the organization is multidimensionally interwoven in the sense 
that there are no internal breakpoints in time that strictly synchronize phonetic 
events in different dimensions, such as voice pitch, movements of the mandible, 
tongue body, lips, velum, and so forth, and, depending on the descriptive 
scheme, temporal modulation (Fujimura, 1987b; Edwards & Beckman, 1988). 
To decompose such a phonetically coherent unit into constituent phonetic ele
ments normally requires a complex procedure to map signals into abstract struc
tures. A straightforward and transparent principle like concatenation and smooth
ing does not govern the phenomena under such circumstances. 

I do not think any of the organizational issues such as temporal organization 
principles of speech, either within or among such phonetic phrases, can be 
accounted for by the biological/physical principles as we know them, except their 
rather peripheral constraints, such as declination and smoothing, pausing or 
decelerating for preparing the next phrase in the cognitive process, and, of course, 
some aspects of local characteristics of articulatory dynamics (see Browman & 
Goldstein, chapter 13 this volume). There are many linguistic structural choices 
that have to be made for producing or identifying specific structures. The choices 
are made lawfully within a very specifically selected framework, as we all know, 
but all we can say at present from a biological or physical point of view about the 
principles governing the rule systems of language seems to be that they are often 
(but not necessarily always) crucially specific to humans. 

There are cases where sophisticated and careful consideration of necessary 
conditions can narrow down possibilities to a striking extent within a very limited 
domain. Lindblom's explanation of existing vowel systems may be cited as such 
a case, assuming that his demonstration holds for phonetic substances rather than 
the symbols used by linguists for transcribing different languages, as Mark Liber
man aptly questioned in the conference. Local phonetic characteristics such as 
the "target values" of vowels are presumably the most likely aspects of speech 
phenomena that are significantly dictated by biological/physical constraints. 
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However, that there are such aspects of speech phenomena does not mean that 
that is the primary principle. 

We should not be confused about the distinction between necessary conditions 
and sufficient conditions. It is obvious that both production and perception have 
to be under given physical and biological constraints as necessary conditions for 
any human activity. Given that Lindblom clearly admits that postulating spe
cialized systems appears not only reasonable but also necessary, there is no 
disagreement about this. It may be, as he asserts, a matter of methodological 
strategy of research that he advocates a different characterization of the process 
of speech perception. However, I think it is also a matter of focus of interest (i.e. 
whether we are interested in the mental representation and a synchronic descrip
tion of language or in providing ecological accounts of language evolution). I 
accept his assertion that general biological apparatus had developed before 
speech functions were needed. However, the highly evolved speech processing 
functions and mechanisms still can be special, because clearly there are needed 
functions other than swallowing and breathing, in order to utter and understand 
speech. That some phonetic capabilities are observed in animals does not lead us 
to the conclusion, as Lindblom appears to suggest, that biological principles 
commonly applicable to animals can account for phonetic capabilities. The respi
ratory mechanism, for example, is clearly a necessary component of speech 
production, and it does give some relevant constraints about what language must 
be like, but nobody argues that the characteristics of this biological mechanism 
are sufficient to account for the characteristics of speech. 

I believe that it is important to distinguish the principles governing the real
time process of speech production and perception from those prescribing the 
evolution of linguistic systems. The process of evolution must respect a number 
of factors, and it is a slow (quasi-static) process that can balance out all different 
types of influences into an equilibrium of a synchronic system. The process is 
slow in reference to the time constant of developing and adapting the biological 
neural network. Speech production and perception are not such slow processes. It 
is a process of selecting elements of information to be conveyed according to a 
fixed and recognized framework of coding messages. Fixed elemental patterns 
can be organized into a seemingly variable component of the whole of an utter
ance. In my understanding, it is the issue of how listeners identify such organiza
tional structures of utterances, rather than how elemental units evolve as the 
ingredients of phonetic forms, that the motor theory is or should be primarily 
concerned with. 

Likewise, it is important to distinguish what a speaker or hearer can do under 
special circumstances from what he or she usually or typically does. Whatever a 
speaker makes use of as the program for generating specific utterances, it must 
be readjustable according to various situations and disturbances, and the percep
tual system also must be able to conform to and recover from the variable effects 
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of such disturbances and readjustments. Such readjustments may occur in part in 
anticipation of specific effects that are assessable by nonspeech measures, such 
as sensing the bite block via tactile, proprioceptive, and other means. However, 
in any case, such readjustability should not be taken as a proof that speaking 
strategies are not composed of fixed components of control programs. The entire 
configuration of control may well be formed out of fixed patterns involving 
adjustable parameters based on a certain framework of representation. 

. In order to understand the general characteristics of how speech is organized, 
uttered, and perceived, we need to identify speech organization principles that 
handle inherently multidimensional temporal structures. I think Sven Ohman was 
correct, when he proposed the consonantal perturbation theory ( 1967) as the result 
of encountering some difficulty in acoustic data interpretation using the concept of 
coarticulation. It is remarkable that he did it twenty years ago; the current 
nonlinear theory of phonology, its reference to articulatory organs (McCarthy, 
1988), and many new observations in speech articulation, all are consistent with 
his insight. Obviously what he did was only a beginning. We now know much 
more about the abstract representation of sound patterns. The currently emerging 
multidimensional (multi-tier) theory of phonology may or may not succeed, and 
any model reflecting such representations will be inevitably complex. The map
ping between abstract phonological representations onto observable speech phe
nomena must be rather opaque, in spite of the theory's direct reference to 
physiological apparatus. 

I think pursuing a theory of perception as well as production referring to 
articulatory gestures is promising not only to understand what a speaker actually 
does and how signals are characterized accordingly but also given the indepen
dent linguistic justifications of phonological rules referring to such gestures. The 
classical concept of coarticulation as the principle of speech organization by 
concatenation is necessary but far from sufficient. There are more than assim
ilatory effects in phonological representations and the temporal organization of 
speech. As the first step, however, the question we need to ask may be what other 
principles we will have to introduce after generalizing the concept of coarticula
tion to inherently multidimensional representations, where smoothing works in 
different dimensions separately. In such a model, timing relations among elemen
tal gestures in different articulatory dimensions seem to provide critical informa
tion (Fujimura, 1986). 

Nonlinearity in the Sense of Superposition Principle 

Suppose the mapping relation between the two representations of speech mes
sages at the output of the production description (say, patterns of motor control) 
and the input to the perceptual system (say, auditory patterns) were described by 
a linear transformation in the sense of superpositionality. Then we would specify 
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a message at the production output level by a set X of entities X; in the form of a 
linear combination, and the same message can be represented as a linear com
bination based on a set Y of input patterns y1. Each entity, for example y1 , could 
be an elemental time function, and overlapping signals could be decomposed into 
the constituent elements and their contributions to the given composite signal. 
Such a system would allow us to analyze many data of utterances by automatic 
statistical processing to derive a set of effective constituent elements empirically 
(Atal, 1983; van Dijk-Kappers & Marcus, 1988). Between such descriptive sy
stems, based on X andY for input and output, respectively (if they were available 
for speech descriptions), there would be no point in arguing which system is 
primary and which is secondary as Liberman and Mattingly ( 1985) aptly cau
tioned. The causal primacy of the production description is clearly valid, but that 
simply says that speech is physically produced and only then is heard. 

It is the lack of linearity, in the sense of additivity or the applicability of the 
superposition principle, that makes motor theory a nontrivial theory. Either artic
ulatory or auditory description may be formulated as a mostly linear process by 
choosing appropriate input-output levels and a framework of description. How
ever, the mapping relation between the two levels representing the motor com
mands on the one hand and the auditory patterns on the other cannot be super
positional in any significant sense. This difficulty is there, whichever levels of 
representation we may choose for production and perception, as long as we take 
the production representation at a level reasonably transparently related to what 
we know as phonetic units, such as distinctive features, and the perceptual repre
sentation similarly transparent to phonetic units. Because the mapping is not 
linear, the usual and the most powerful reasoning method, first treating two fac
tors of the problem separately and then combining them to predict the result for 
more general and complex situation, simply does not work. In my interpretation, 
the motor theory is an attempt to represent the auditory or some cognitive 
perceptual patterns of speech in terms of units in the motor-level representation of 
the message. The claim is in essence, if I am correct, that the information at this 
level is representable in such a way that a phonological representation has an 
approximately linear mapping into this motor-level representation. If this claim 
can be maintained, it seems at least to me that our study of speech organization 
can be reduced to components of tractable forms. 

We wish to describe the principles of phonetic organization through a composi
tion of effects of features. According to the classical theory (Jakobson, Fant, & 
Halle, 1963), each distinctive feature has its inherent phonetic target pattern, and 
each segment is represented by a simultaneous bundle of distinctive features. 
However, when we bundle up a set of distinctive feature values, each of which is 
evaluated under a certain condition of other feature values, all of a sudden the 
component values may change. A combination of elementary articulatory gestures 
does not necessarily result in a combination of acoustic or auditory characteristics, 
if the individual effects are evaluated separately under certain conditions that are 
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not satisfied for the particular combination in question. Here we are talking about 
the mapping between phonological representations and articulatory or motor 
command representations. We do not know yet how we can describe the entire 
system based on invariant manifestations of elemental phonological units and 
simple and effective organizational principles to organize a phonetic material to be 
uttered. 

My argument is that the system linearity is the critical issue for a successful 
endeavor in this area, and whether the system is linear or not depends crucially 
on the choice of the descriptive framework. Furthermore my conjecture, based on 
articulatory observations, is that certain organizational processes expressed in 
terms of articulatory or motor events are more nearly linearly related to the 
phonological description than most other descriptions (see Fujimura, 1987a). 
This would mean that a certain framework of articulatory representation with 
respect to temporal organization processes more or less allows a composition of 
complex cases out of a superposition of elemental mapping relations between a 
phonological representation and the articulatory characterization. More specifi
cally, a correspondence between phonological features and elemental gestures 
must be representable by an approximately linear relation by appropriately 
choosing both the phonological and articulatory frameworks of representation. In 
the case of prosodic modulation, features representing phrase boundaries and 
stress/emphasis, and so on, or, in other words, configurational as well as pros
odic specificatory features in the sense of Jakobson, Fant, and Halle, must be 
shown to have linear relations with, say, timing values of gesture organization 
control (cf. the gesture score in Browman & Goldstein, chapter 13 this volume, 
and Fujimura, 1987b ). 

The general framework of the phonological specifications for a message is 
inherently multidimensional, as theorists of nonlinear phonology advocate, and it 
is now becoming clear that specifications cannot be fully provided to be complete 
for each segment in terms of feature values. The phonetic implementation pro
cess has to consider both partial specifications of "segmental" features and 
"suprasegmental" features simultaneously. In such an opaque and complex sys
tem as the multidimensional representations with partial specifications and di
mension-by-dimension implementation rules with linking constraints, the need 
for an explicit model of temporal organization is immense. Browman and Gold
stein's work aims at such a model, working at the moment within a very limited 
local domain. A nonlinear model (in the sense of superposition) of this type 
eventually has to incorporate all factors that affect speech utterances under vari
ous circumstances, at least to first-order approximation, so that the setting is 
roughly correct for all the feature values, for the entire stretch of the phrasal unit 
that is approximately independent. It also must contain parameters that are sen
sitive to the context external to such a phrasal unit. Only then we can assume 
local superpositionality, so that we can reason the effects of different features 
involved, one by one, implicating their general phonetic significance. 
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I hope we will be able to achieve this stage of study soon. Our capability is 
probably not limited by the computational complexity. We need good insights 
into the problem, and the best insight, apart from intuition, can be obtained only 
through observations and interpretations of direct articulatory facts. Such obser
vations will not automatically lead us to a good model; but they will delimit the 
domain of search, and we need such a guidance as much as possible, along with 
insights about other cognitive behaviors than speech production. 

I do not believe we can understand speech and language only by statistical 
processing of observable data, nor by any elementary inference of automatic 
learning, based on a less than minimal descriptive framework that is inherent to 
language. I highly appreciate Lindblom's pointing out very interesting observa
tions about some elements of language, but I also need more information about 
its inherent structure and organization. 
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