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C H A P T E R O N E 

Theoretical Preliminaries 

It is in expounding the first principles that we must avoid too much 
subtlety, for there it would be too disheartening, and useless besides. 
We cannot prove everything, we cannot define everything, and it will 
always be necessary to draw on intuition. 

Poincare, Science and Method 

1.0 Introduction 

I have often had occasion to criticise definitions which I advocate 
today. These criticisms hold good in their entirety; the definitions can 
only be provisional, but it is through them that we must advance. 

Poincare, Science and Method 

It appears that there are such things as definitions. They can be found in 
dictionaries, and they can be found in text books. They are useful and 
used: manifestly, these definitions have some special function to do 
with learning the uses or meanings o f words. On the other hand, there is 
considerable doubt as to the status o f definitions. It is said that few or 
no words are definable; that meanings are not decomposed into parts; 
that there are not special things properly called definitions, but just 
ordinary uses o f language. 

In this thesis, the naive idea o f a definition w i l l be pursued, in the 
expectation that the attempt to show how, syntactically and 
semantically, there could be such things, w i l l shed some light on the 
darker areas o f doubt, and w i l l test the powers o f the explanatory 
theories we have available. 

I had better say straight away that I am not going to say anything 
about lexicography. That we assess whether one definition is better or 
worse than another seems to me to dispose o f the objection that words 
are not definable. Perfection seldom is attainable. 

A t worst, i f definitions as such turned out to be illusory, we could 
regard a so-called definition simply as a source o f particularly 
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4 Definitions 

concentrated lexical information, and inquire just what syntactic, 
semantic, encyclopedic, inferential, associative . . . information could be 
conveyed, and how. Is a putative definition in any way different 
syntactically or semantically from the same string taken as a general 
statement? Does the apparent special status arise merely from heuristic 
considerations? What is the gap between a normal interpretation o f a 
string, and what would be needed i f it satisfied the formal criteria for a 
definition—and can this gap be filled by ordinary pragmatic processes? 
Such questions can be asked, and to some extent answered, whether or 
not it is agreed that 'there really are' definitions. 

The aim is to investigate the function o f definitions within a model 
o f language and language processing based more or less on Fodor's 
'Language o f Thought' hypothesis, Sperber and Wilson's Relevance 
theory, and Chomsky's Government and Binding theory, with the aid o f 
Mode l Theoretic Semantics as necessary. The hope is not only to 
explain what definitions are used for, but to throw some light on aspects 
o f the three theories. 

Almost every model o f a grammar contains as one component a 
lexicon. Here, information concerning the use and meaning o f a word is 
stored; each lexical entry contains phonological, syntactic and semantic 
information. A definition can be regarded as an utterance (written or 
spoken) designed to facilitate the acquisition or refinement o f a lexical 
entry. If we further suppose that the lexical item must be associated 
with an appropriate concept, then presumably the definition must 
facilitate this association, too. 

In what follows, I shall be considering on the one hand, the syntax 
and semantics o f the definition itself, and on the other, how the 
information conveyed by the definition can be put to use in constructing 
a lexical entry. Both dictionary definitions, such as (i), and written 
definitions such as (ii) and (iii) from running text, w i l l be considered: 

i pehssodactyl having an odd number o f toes 

i i A proper fraction is a fraction whose numerator is less than its 
denominator 

i i i A n y number that can be shown as a rectangular pattern of dots is 
called a rectangular number 
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11 Theoretical Preliminaries 

1 i 

i i 

I consider [sc John ridiculous] 

A ' ' = S C 

N P A " 

John ridiculous 

Here, the N P John is adjoined to the left o f the A " ridiculous, and this 
sisterhood permits the predicate ridiculous to be predicated o f its 
subject (external argument) John. 

A typical modification structure is given for (2i) by (2ii): 

2 i [her [N' ridiculous hat] ] 

i i 
N ' 

A " N ' 

ridiculous hat 

Assuming that these two structures are correct, we may take it that 
base-generated adjunction to at least X " and X ' level is possible. Let us 
assume that base-generated adjunction o f a Y " category is possible to a 
category o f any level, including X-zero, for the moment. 

Base-generated adjunction, and the subject-status o f the N P in (1) 
might suggest that all subjects should be found in adjoined rather than 
specifier positions; Koopman and Sportiche (1985) and Manzin i (1989) 
argue that subjects are indeed adjoined to V P , but only for some 
languages. These subjects w i l l be moved to the pre-1 position. The 
status o f specifiers in general seems to me to be rather murky (as it is 
bound to, to someone with sympathy for extended categorial grammar), 
but for the most part 1 shall take what is offered by the standard theory. 
In chapter 4 1 make some particular suggestions regarding specifiers. 
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4 ii 

Gazdar et al. would have a flatter structure, with A = B = C, here. It is 
clear that this cannot be construed as falling under X' theory, as it 
stands, since the N nodes are non-maximal, nor under an adjunction 
theory where adjuncts must be maximal projections. The whole 
func t i ons as an N , so for mos t purposes cer ta in ly , that is wha t A s h o u l d 

be. On the other hand, so far as argument structure in the semantic 
sense is concerned, one might suppose that A was a projection of a 
head 'NIL', and C of the head or (both of category J for conjunction). 
We would suppose then that the whole was a J". This conflict can be 
dealt with neatly in GPSG using feature-transmission. The feature 
system of GPSG is further developed than that of GB theory, and there 
is probably more than one line that might be pursued in adapting the 
GPSG analysis to a GB theory, assuming it to be correct. I shall make 
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some tentative suggestions, which could be extended by adapting more 
o f the G P S G solution. 

If A , B , C and D are all N , we would have a non-standard 
adjunction structure; suppose this is licensed by the nonstandard 
'heads' N I L and or which are of a defective category J. This category is 
so defective that it is relegated to the status of feature rather than 
category in the presence of any 'proper' category. Thus, for instance, 
node A is [N, J"], where the category visible out o f the two is for 
almost all purposes the N . We have to allow this defective category to 
take "arguments" which are not maximal projections. Thus B is [N, J'], 
C is [N, J"], and D is [N, J']. Let us call a defective projection like that 
o f J a 'quasi-projection', with J the quasi-head. We may note that by 
category, A = B = C = D , so that the structure is capable o f functioning 
as i f it were a flat structure. 

It is possible to conjoin items o f distinct syntactic categories, and 
G P S G makes provision for this using an underspecified category'(see 
Sag et al. 1985). The need for this shows up in definitions like 

5 phlogistic of, like, or containing phlogiston 

where we have categories P, A and V conjoined. 
It may be that there are other 'minor' categories which would yield 

to being treated as quasi-projections. Some possibilities are discussed 
in later sections. We would expect them all to be semantically 
operators, given their yielding to full categories. 

Finally, we need a structure for subordination, and in particular for 
connectives like if.There are good grounds for supposing that the 
connective is not like the conjunctions just discussed. There are various 
alternatives within what has been provided already and some o f these 
are discussed in relation to definitions in chapter 3. For a sentence 
consisting o f "P i f Q" , at least the following structures would appear to 
be licensed under the assumptions o f X ' theory and adjunction theory: 
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6 ( if as head o f C - projection, I" in S P E C o f C P ) 

C " 

spec 
I" 
P 

C 

if Q 

1 (adjunction o f C " to I") 

I" 
P 

C " 

C 

c 

if Q 

In chapter 3, section 3.3,1, I shall argue that (7) is the structure for 
subordination in the sentences which w i l l concern us. 

Chomsky (1986a, 161) states that the level at which X-bar theory 
applies is D-structure, because movement may produce structures 
which do not conform to the X-bar schemata. He also states that 
D-structures do conform to the X-bar theory. I have suggested above 
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6 (ifas head ofC-projection, T" in SPEC ofCP) 

C" 

A 
spec c' 

A 
I" 
p 

C I" 

tf Q 

7 (adjunction ofC" to I") 

I" 

A 
I" c" 
P 

A 
C' 

A 
C 

if 
I" 
Q 
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In chapter 3, section 3.3.1, I shall argue that (7) is the structure for 
subordination in the sentences which will concern us. 

Chomsky (l986a, 161) states that the level at which X-bar theory 
applies is D-structure, because movement may produce structures 
which do not conform to the X-bar schemata. He also states that 
D-structures do contonn to the X-bar theory. I have suggested above 
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that we need base-generated adjunction (and the quasi-projections for 
coordination). If we require that D-structures are licensed by one o f 
these schemata, then we w i l l find that S-structure and L F w i l l fall under 
the same schemata, so that something like Emonds' (1976) structure 
preserving principle is again operating. Let us suppose then that 
structures at al l levels are licensed by the X-bar theory with the 
extensions indicated above. 

1.1.3 Categories and features 

A s can be seen above, I am assuming that we have the full projections 
o f the categories for I and C , as put forward in Chomsky 1986b. 
However, for expository convenience I shall sometimes refer to the I" 
as V P (but not as V " ) in the old style. There are the other major 
categories: A , V, P and N . With respect to this last, there has been a 
recent suggestion within G B theory (Abney 1987) that the head o f a 
noun-phrase should be the determiner, so that we have a determiner-
phrase, D " , as the top node, with D taking N " as its complement, 
instead o f N " as top node with (presumably) D " in specifier position. 

8 i N P i i D " 

D " N ' X " D ' 

N Z " D N " 

Note that i f D " in (i) and N " in (ii) are fully expanded, the two trees 
produce directly the same string o f potential categories viz ( i i i) : 

8 i i i X " D Y " N Z " 

O f course, these are bracketed differently under the two hypotheses. 
Unt i l it becomes relevant, mainly in chapter 4, I shall use the more 
familiar N P structures o f (i), referring to the maximal projection as N P 
rather than as N " . 
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I have suggested a minor quasi-projection J in the previous section, 
for conjunctions. There are a number o f categories such as those 
needed for the various traditional adverb categories that I have not 
discussed at a l l . 

The system o f features assumed within G B theory is informal. I 
shall assume anything I need to assume, borrowing from G P S G (see 
Gazdar et al. 1985). For example, it is commonly taken that some verbs 
such as ask may admit or require an embedded question as 
complement. I f we take it that this is stipulated by assigning a feature to 
the subcategorization specification, then the complement may be 
C P [ + W H ] . This feature may be realized legitimately on either the 
specifier o f C P (as a wh-phrase), or on the head of C P (as either a 
wh-complement such as if, or for root clauses by the presence o f a 
V [ + A U X ] in C ) . I shall also assume (following G P S G ) that lexical 
items may be used as features on complements, and that this requires 
that such an item appears in the S P E C or Head o f the complement. For 
example, the adjective opposite may have a complement NP[P[to]] . 
Since to itself requires an N P argument, the structure induced is a PP, 
[to N P ] ; I assume that the whole o f the structure associated with the 
feature to is invisible for the purposes o f checking the gross 
subcategorization for an NP . 

1.1.4 Movement 

Movement is characterized by ' m o v e - a \ a shorthand for the idea that 
any category a may be moved—in principle, to any position. In fact, 
movement seems to be restricted to zero-level and maximal projections. 
X-zero movement must be 'head to head' movement; little use w i l l be 
made o f this in what follows. 5 Max ima l projections, which in the most 
studied cases are N P s , move in three distinct ways. There is ' N P 
movement', movement to an A-posit ion; and A-bar movement. A-bar 
movement is either to an existing but empty slot designated for 
maximal projections, such as specifier o f C " ; or it is adjunction to some 
maximal projection. A-positions are defined as positions to which a 
theta role could in principle be assigned (were the relevant lexical item 
suited to doing so) (Chomsky 1986a, 80; this has always seemed to me 
to be a somewhat odd definition—there is some discussion in my 
chapter 4). What is accounted for are the structures o f passive, and 
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studied cases are NPs, move in three distinct ways. There is 'NP 
movement', movement to an A-position; and A-bar movement. A-bar 
movement is either to an existing but empty slot designated for 
maximal projections, such as specifier ofC"; or it is adjunction to some 
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chapter 4). What is accounted for are the structures of passive, and 









21 Theoretical Preliminaries 

Binding theory is the module dealing with the permitted relations 
between an N P binder and an N P bindee where the latter is in some 
sense anaphorically dependent on the former. It thus imposes wel l -
formedness conditions on chains, on operator binding o f a variable, on 
the interpretation o f pronouns and anaphoric expressions. The theory is 
sensitive to the status o f the bindee. In Chomsky (1986a, 166ff.) the 
three principles o f the Binding Theory are given as: 

(A) A n anaphor is bound in a local domain 
(B) A pronominal is free in a local domain 
(C) A n r-expression is free (in the domain o f the head o f its chain) 

Anaphors include reflexive and reciprocal pronouns; pronominals 
include other pronouns. A n approximation to the required local 
domains for (A) and (B) is the minimal governing category for the 
bindee in question. A governing category for a is a maximal projection 
containing both a subject and a lexical governor for a. The notion o f 
r-expression is clear at the center but not always clear elsewhere. The 
central cases o f r-expressions are referential expressions like John, the 
child, and variables (a trace bound by an operator). I f all the conditions 
apply just to L F , then any quantified N P such as every rabbit w i l l have 
been moved out o f its A-posit ion, (becoming an operator), so just these 
two kinds o f r-expression w i l l arise. I f expletives are deleted at L F , then 
al l overt N P s w i l l be accounted for. O f the empty categories, wh-trace is 
a variable, and an r-expression, as noted. NP-trace is an anaphor; P R O 
is standardly both an anaphor and a pronominal, from which it follows 
that it cannot be governed. 

Control theory deals with the circumstances under which P R O (the 
empty subject o f gerundive and infinitival clauses) may be 
anaphorically dependent on some antecedent. I shall simply take it that 
there is such a theory; semantic interpretation makes it clear when there 
is anaphoric dependency, since otherwise we have the 'arbitrary' 
interpretation as in It is forbidden [PRO to go there]. 

Bounding theory puts restrictions on the kind or number o f 
category boundaries which can intervene between a binder and a 
bindee. There are a number o f principles enunciated, but they w i l l not 
be discussed here since I have little (probably nothing) to say 
concerning this part o f the theory. Bounding theory is vacuously 
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