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Preface 

This book is not meant for an academic readership, although I hope 
that academics and students might read it. It is aimed at 'real people' 
and especially those whose daily business is to think about, and 
manage or regulate, the risks of hazardous technologies. My imag
ined reader is someone with a technical background rather than one 
in human factors. To this end, I have tried-not always success
fully-to keep the writing as jargon-free as possible. 

The book is not targeted at anyone domain. Rather, it tries to 
identify general principles and tools that are applicable to all organ
izations facing dangers of one sort or another. This includes banks 
and insurance companies just as much as nuclear power plants, oil 
exploration and production, chemical process plants and air, sea and 
rail transport. The more one moves towards the upper reaches of 
such systems, the more similar their organizational processes-and 
weaknesses-become. . 

In a book of this type the 'big bang' examples inevitably tend to 
predominate, but, although I have used case study examples to illus
trate points, this is not intended to be yet another catalogue of accident 
case studies. My emphasis is upon principles and practicalities-the 
two must work hand-in-hand. But the real test is whether or not 
these ideas can eventually be translated into some improvement in 
the resistance of complex, well defended systems to rare, but usually 
catastrophic, 'organizational accidents'. 

James Reason 

xvii 
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1 Hazards, Defences and 
Losses 

Individual and Organizational Accidents 

There are two kinds of accidents: those that happen to individuals 
and those that happen to organizations. Individual accidents are by 
far the larger in number, but they are not the main concern of this 
book. Our focus will be upon organizational accidents. These are the 
comparatively rare, but often catastrophic, events that occur within 
complex modem technologies such as nuclear power plants, com
mercial aviation, the petrochemical industry, chemical process plants, 
marine and rail transport, banks and stadiums. 

Organizational accidents have multiple causes involving many 
people operating at different levels of their respective companies. By 
contrast, individual accidents are ones in which a specific person or 
group is often both the agent and the victim of the accident.1 The 
consequences to the people concerned may be great, but their spread 
is limited. Organizational accidents, on the other hand, can have 
devastating effects on uninvolved populations, assets and the envi
ronment. Whereas the nature (though not necessarily the frequency) 
of individual accidents has remained relatively unchanged over the 
years, organizational accidents are a product of recent times or, more 
specifically, a product of technological innovations which have rad
ically altered the relationship between systems and their human 
elements. 

Finding the Right Level of Explanation 

Organizational accidents are difficult events to understand and con
trol. They occur very rarely and are hard to predict or foresee. To the 
people on the spot, they happen 'out of the blue'. Difficult though 
they may be to model, we have to struggle to find some way of 
understanding the development of organizational accidents if we are 

1 
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to achieve any further gains in limiting their occurrence. Quite apart 
from the human costs in deaths and injuries, there are very few 
commercial organizations that can survive the fallout from a major 
accident of this kind. 

It has been said that nothing in logic is accidental. But does the 
reverse hold true? Is there nothing logical about accidents? Are there 
no underlying principles of accident causation? This book is written 
in the belief that such principles do exist. Organizational accidents 
may be truly accidental in the way in which the various contributing 
factors combine to cause the bad outcome, but there is nothing acci
dental about the existence of these precursors, nor in the conditions 
that created them. The difficulty, however, lies in finding the appro
priate level of description. 

If we consider only their surface details-the kind of information 
that is reported in press accounts-organizational accidents are daunt
ingly diverse. They involve a variety of systems in widely differing 
locations. Each accident has its own very individual pattern of cause 
and effect. Apart from the fact that they are all bad news, this level of 
description seems to defy generalization and implies that we clearly 
need to investigate more deeply into some common underlying struc
ture and process to find the right level of explanation. 

At the other extreme, it can be claimed that all organizational 
accidents involve the unplanned release of destructive agencies such 
as mass, energy, chemicals and the like. This is indeed a generaliz
ation, but it does not take us very far. However, like gunners, we 
have bracketed the target. The appropriate level of understanding 
has to lie somewhere between the highly idiosyncratic superficial 
details and the vagueness of this overly broad definition. 

The aim is to find ideas that could be applied equally well to a 
wide range of low-risk, high-hazard domains. The basic thesis of this 
book is that the framework illustrated in Figure 1.1 will serve this 
purpose well. Figure 1.1 shows the relationship between the three 
elements that make up the title of this chapter: hazards, defences and 
losses. All organizational accidents entail the breaching of the bar
riers and safeguards that separate damaging and injurious hazards 
from vulnerable people or assets-collectively termed 'losses'. This 
is in sharp contrast to individual accidents where such defences are 
often either inadequate or lacking. 

Figure 1.1 directs our attention to the central question in all acci
dent investigation: By what means are the defences breached? Three 
sets of factors are likely to be implicated-human, technical and 
organizational-and all three will be governed by two processes 
common to all technological organizations: production and protec
tion. 
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Defences 

Hazards 

Figure 1.1 The relationship between hazards, defences and 
losses 

Production and Protection: Two Universals 

All technological organizations produce something-manufactured 
goods, the transportation of people, financial or other services, the 
extraction of raw materials and the like. But, to the extent that pro
ductive operations expose people and assets to danger, all 
organizations (and the larger systems within which they are embed
ded) require various forms of protection to intervene between the 
local hazards and their possible victims and lost assets. 

While the productive aspects of an organization are fairly well 
understood and their associated processes relatively transparent, the 
protective functions are both more varied and more subtle. Figure 1.2 
introduces some of the issues involved in the complex relationship 
between production and protection. In an ideal world, the level of 
protection should match the hazards of the productive operations
the parity zone.2 The more extensive the productive operations, the 
greater is the hazard exposure and so also is the need for correspond
ing protection. But different types of production-and hence different 
organizations-vary in the severity of their operational hazards. Thus, 
low-hazard ventures will require less protection per productive unit 
than will high-hazard ventures. In other words, the former can oper
ate in the region below the parity zone, whereas the latter must 
operate above it. 

This broad operating zone (the lightly shaded area in Figure 1.2) is 
bounded by two dangerous extremes. In the top left-hand corner lies 
the region in which the protection far exceeds the dangers posed by 
the productive hazards. Since protection consumes productive re
sources-such as people, money and materials-such grossly 
overprotected organizations would probably soon go out of business. 

Defences 
Defences 
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Protection 

Production 

Figure 1.2 Outline of the relationship between production and 
protection 

At the other extreme, in the bottom right-hand corner, the available 
protection falls far short of that needed for productive safety, and 
organizations operating in this zone face a very high risk of suffering 
a catastrophic accident (which probably also means going out of 
business). These obviously dangerous zones are generally avoided, if 
only because they are unacceptable to both the regulators and the 
shareholders. Our main concern is with how organizations navigate 
the space bounded by these two extremes. 

Despite frequent protestations to the contrary, the partnership be
tween production and protection is rarely equal, and one of these 
processes will predominate, depending on the local circumstances. 
Since production creates the resources that make protection possible, 
its needs will generally have priority throughout most of an organ
ization's lifetime. This is partly because those who manage the 
organization possess productive rather than protective skills, and 
partly because the information relating to production is direct, con
tinuous and readily understood. By contrast, successful protection is 
indicated by the absence of negative outcomes. The associated infor
mation is indirect and discontinuous. The measures involved are 
hard to interpret and often misleading. It is only after a bad accident 
or a frightening near-miss that protection comes-for a short period
uppermost in the minds of those who manage an organization. 

All rational managers accept the need for some degree of protec
tion. Many are committed to the view that production and protection 

Protection 

Protection Protection 
Protection 

Protection 

Protection Protection 
Protection 

Protection Protection 

Protection 
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necessarily go hand-in-hand in the long term. It is in the short term 
that conflicts occur. Almost every day, line managers and supervisors 
have to choose whether or not to cut safety corners in order to meet 
deadlines or other operational demands. For the most part, such 
short-cuts bring no bad effects and so can become an habitual part of 
routine work practices. Unfortunately, this gradual reduction in the 
system's safety margins renders it increasingly vulnerable to particu
lar combinations of accident-causing factors. 

Figure 1.3-the main purpose of which is to introduce the two 
important features of organizational life described below-plots the 
unhappy progress of one hypothetical organization through the pro
duction-protection space. The history starts towards the bottom 
left-hand corner of the space where the organization begins produc
tion with a reasonable safety margin. (The organization's progress 
between events is indicated by the black dots.) As time passes, the 
safety margin is gradually diminished until a low-cost accident oc
curs. The event leads to an improvement in protection, but this is 
then traded off for productive advantage until another, more serious, 
accident occurs. Again, the level of protection is increased, but this is 
gradually eroded by an event-free period. The life history ends with 
a catastrophe. 

Protection 

Production 

Figure 1.3 The lifespan of a hypothetical organization through 
the production-protection space 

Protection Protection 

Protection Protection 
Protection 
Protection 
Protection 

Protection 

Protection Protection 

space 
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Trading off Added Protection for Improved Production 

Improvements in protection are often put in place during the period 
immediately following a bad event. Although the aim is to avoid a 
repetition of an accident, it is soon appreciated that the improved 
defences confer productive advantages. Mine owners in the early 
nineteenth century, for example, quickly realized that the invention 
of the Davy lamp permitted coal to be extracted from areas pre
viously considered too dangerous because of the presence of 
combustible gases. Ship owners soon discovered that marine radar 
allowed their merchant vessels to travel at greater speed through 
crowded or confined seaways. In short, protective gains are frequently 
converted into productive advantages, leaving the organization with 
the same inadequate protection that prevailed before the event or 
with something even worse. The incidence of mine explosions in
creased dramatically in the years following the introduction of the 
Davy lamp, and the history of marine accidents is littered with radar
assisted collisions-to name but two of the many examples of 
accidents brought about by sacrificing protective benefits for produc
tive gains. This process has been termed 'risk compensation' or 'risk 
homeostasis'.3 

The Dangers of the 'Unrocked Boat'4 

There is plentiful evidence to show that a lengthy period without a 
serious accident can lead to the steady erosion of protection as pro
ductive demands gain the upper hand in this already unequal 
relationship. It is easy to forget to fear things that rarely happen, 
particularly in the face of productive imperatives such as growth, 
profit and market share. As a result, investment in more effective 
protection falls off and the care and maintenance necessary to pre
serve the integrity of existing defences declines. Furthermore, 
productive growth is regarded as commercially essential in most 
organizations. Simply increasing production without the correspond
ing provision of new or extended defences will also erode the available 
safety margins. The consequence of both processes-neglecting ex
isting defences and failing to provide new ones-is a much increased 
risk of a catastrophic, and sometimes terminal, accident. 

We will return to the interplay between production and protection 
later, but for now we need to focus on protection-the layers of 
defences, barriers and safeguards that are erected to withstand both 
natural and manmade hazards. The one sure fact about an accident is 
that the defences must have been breached or bypassed. Identifying 
how these breakdowns can occur is the first step in understanding 
the processes common to all organizational accidents. 
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Just as production can involve many different activities, so protec
tion can be achieved in a variety of ways. In the remainder of this 
book, we will reserve the term 'protection' for the general goal of 
ensuring the safety of people and assets, and we will use the term 
'defences' to refer to the various means by which this goal can be 
achieved. At this point it would be convenient to focus on the vari
ous ways by which defences may be described or classified. 

The Nature and Variety of Defences 

Defences can be categorized both according to the various functions 
they serve and by the ways in which these functions are achieved. 
Although defensive functions are universals, their modes of applica
tion will vary between organizations, depending on their operating 
hazards. 

All defences are designed to serve one or more of the following 
functions: 

• to create understanding and awareness of the local hazards 
• to give clear guidance on how to operate safely 
• to provide alarms and warnings when danger is imminent 
• to restore the system to a safe state in an off-normal situation 
• to interpose safety barriers between the hazards and the poten

tiallosses 
• to contain and eliminate the hazards should they escape this 

barrier 
• to provide the means of escape and rescue should hazard con

tainment fail. 

Implicit in the ordering of this list is the idea of 'defences-in-depth'
successive layers of protection, one behind the other, each guarding 
against the possible breakdown of the one in front. When under
standing, awareness and procedural guidance fail to keep potential 
victims away from hazards, alarms and warnings alert them to the 
imminent danger and direct the system controllers (or engineered 
safety features) to restore the system to a safe state. Should this not 
be achieved, physical barriers stand between potential losses and the 
hazards. Other defences act to contain and eliminate the hazards. 
Should all of these prior defences fail, then escape and rescue meas
ures are brought into play. 

It is this multiplicity of overlapping and mutually supporting de
fences that makes complex technological systems, such as nuclear 
power plants and modern commercial aircraft, largely proof against 
single failures, either human or technical. The presence of sophisti-



8 Managing the Risks of Organizational Accidents 

cated defences-in-depth, more than any other factor, has changed the 
character of industrial accidents. In earlier technologies, there were
and to the extent that they continue to operate, still are-relatively 
large numbers of individual accidents. In modern technologies, such 
as nuclear power generation and air transportation, there are very 
few individual accidents. Their greatest danger comes from rare, but 
often disastrous, organizational accidents involving causal contribu
tions from many different people distributed widely both throughout 
the system and over time. 

The defensive functions outlined above are usually achieved 
through a mixture of 'hard' and 'soft' applications. 'Hard' defences 
include such technical devices as automated engineered safety fea
tures, physical barriers, alarms and annunciators, interlocks, keys, 
personal protective equipment, non-destructive testing, designed-in 
structural weaknesses (for example, fuse pins on aircraft engine py
lons) and improved system design. 'Soft' defences, as the term implies, 
rely heavily upon a combination of paper and people: legislation, 
regulatory surveillance, rules and procedures, training, drills and 
briefings, administrative controls (for example, permit-to-work sys
tems and shift handovers), licensing, certification, supervisory 
oversight and-most critically-front-line operators, particularly in 
highly automated control systems. 

In earlier technologies, human activities were primarily produc
tive: people made or did things that led directly to commercial profit. 
However, the widespread availability of cheap computing power has 
brought about a dramatic change in the nature of human involve
ment in modern technologies. These changes are seen most starkly in 
nuclear power plants and' glass cockpit' commercial aircraft. Instead 
of being physically and directly involved in the business of produc
tion (and hence in immediate contact with the local hazards), power 
plant operators and pilots act as the planners, managers, maintainers 
and the supervisory controllers of largely automated systems.5 A 
crucial part of this latter role involves the defensive function of re
storing the system to a safe state in the event of an emergency. 

Defences-in-depth are a mixed blessing. One of their more unfor
tunate consequences is that they make systems more complex, and 
hence more opaque, to the people who manage and operate them. 
Human controllers have, in many such systems, become increasingly 
remote, both physically and intellectually, from the productive sys
tems which they nominally control. This allows the insidious build-up 
of latent conditions, to be discussed later. 


