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Preface

The search for the biological foundations of human culture inevitably leads to language. Superficial intuition suggests that language is a sine qua non for the evolution of sociality. Without it, the diversity and sophistication of today’s social systems would be unthinkable. However, there is the opposite hypothesis that the evolution of human language may in part be the result of our being thoroughly social entities: our sociality itself may have amplified the evolution of a capacity we share with other primates but developed to a degree unequaled as yet by any other species.

To date, the issues involved have been the subject of intriguing discussions within linguistics, paleoanthropology, and so forth. Most of these discussions have been restricted to the narrow confines of a single discipline and its methodological arsenal. Yet, the presumed interdependence of the evolution of language as a biological capacity and its growing significance for human culture calls for an interdisciplinary effort to explore the processes involved both on a phylogenetic and ontogenetic scale.

This is the aim of the following volume. With few exceptions, it documents a Conference at the Center for Interdisciplinary Research (ZiF), Bielefeld, which took place in January 1992. This conference was organized within the framework of a research group working on the overarching theme of “Biological Foundations of Human Culture.” Throughout the academic year 1991-1992, scholars from areas as different and far apart as biology, psychology, sociology, anthropology, economics, primatology, history, and philosophy of science presented and discussed recent approaches toward a biologically and sociologically founded understanding of human culture. In outlining plausible pluralistic accounts of phenomena such as the evolution of social intelligence, psychological dispositions such as trust, and the detection of cheating, or of basic social institutions such as the family, the group explicitly avoided biological as well as sociological reductionisms. This pluralistic perspective was considered a prerequisite of the project by all participants and made it possible to bring the diverse intradiscip-linary approaches into fruitful interdisciplinary dialogue. The results of the project are published in three books, of which this is one.

Advances in the study of the evolution of language as presented in this volume will certainly contribute to further insights into the intricacies of the biological and the social realms. Inevitably, new problems and questions will also arise. Interdisciplinarity, for that matter, is not a new answer to old questions. Rather, it is a new framework, considered to provide a more plausible “language” in which to pose questions and evaluate the answers.

In my dual role as convener of the research group and executive director of the ZiF, I want to thank Duane Rumbaugh and Boris Velichkovsky for taking on the task of editing this volume, and Sabine Maasen for assuming a major share of the burden of planning and organizing the conference as well as this book. Thanks also go to William Durham for co-organizing the conference, and finally to the staff of the ZiF, notably Lilo Jegerlehner, for her indispensable technical assistance.

—Peter Weingart



Chapter 1 Language Development at the Crossroad of Biological and Cultural Interactions

Boris M. Velichkovsky

Dresden University of Technology

DOI: 10.4324/9780203774342-1

Once banned by the Société Linguistique de Paris and the Philological Society of London as notoriously unscientific, the problem of the origin of language today seems to have become one of the most intensely discussed topics at the intersection of several highly respected scientific disciplines. With the emergence of language as a part of anthropogenesis as well as of individual development, new, specifically human forms of communication, learning, and problem solving have become possible, which are transforming the relatively slow pace of the biological evolution of behavior and its control mechanisms into a rather static background of cumulative cultural changes. Indeed, language has always been regarded as the most distinctive attribute of our species. Its analysis, therefore, is indispensable for any serious study of the biological foundations of human culture.

This was the topic of an International Conference on Biological and Cultural Aspects of Language Development organized at the Center for Interdisciplinary Research of the University of Bielefeld in 1992 and generously supported by the Volkswagen-Stiftung (Hannover). The core of the present volume consists of the updated papers presented at this Conference. This volume, however, does not detail the proceedings of the Bielefeld Conference. Whereas the chapters included preserve similarity to the delivered talks, some of the Conference papers are not considered. Furthermore, a number of new contributions have been added to make the interdisciplinary discussion of the evolution and development of language more relevant and coherent. As a product of the project on Biological Foundations of Human Culture, the volume appears now in the series with the same title.


Toward a New Theoretical Foundation

The chapters of this volume deal, first of all, with the consequences of the Chomskyan Revolution of the early 1960s (Chomsky, 1972; Fodor, 1983; Pinker, 1994). In struggling with early behaviorist attempts to explain internal psychological processes by contingencies of external events and reactions of organisms, this new approach postulated abstract symbolic representations and logical operations on them in virtually every domain of cognition and communication. In the field of language studies the information processing paradigm for symbols, in particular, has brought about several claims that have immediate relevance to the present discussion. The most important claims are thorough nativism, the priority of grammar over all other aspects of language, and the assumption that there is computational and often also neurophysiological modularity of underlying processes, (for an analysis of the neuropsychological validity of these views, see Farah, 1994).

A revolution at one point in history, however, may become an outdated orthodoxy at the next. Fascination with the computer metaphor turns out to be a constraint on the discussion of intricated biological and cultural issues in the interdisciplinary field of language studies. The fact that the same program can run on somewhat differently designed versions of von Neumann machines (see Fodor & Pylyshyn, 1988) seems to be an insufficient reason for abandoning evolutionary and social approaches to human language. Because they are committed to this self-sufficient formal conception, leading proponents of the theory often simply ascribe corresponding computational resources to a hypothetical linguistic module of the brain. As William Bechtel (chap. 3, this volume) stresses, however, the problem has just been postponed and arises again when we try to explain how such a computational module could have evolved. He adds that formal symbol manipulation is profoundly different from the kinds of processes we observe elsewhere in the biological domain. That is the reason why its emergence in humans appears mysterious: Arguments for the biology of language rest on biologically implausible claims (E. A. Bates, Thal, & Marchman, 1991). Indeed, although demonstrating perfectly well how logical-sentential formulas could be computed, symbol information approach leaves little, if any, space to explain the development. In a rather direct way this has been spelled out by Chomsky (1967), who admitted that he presented “an instantaneous model of language acquisition” (p. 441). Years later, Fodor (1985) made a similar confession: “Deep down, I am inclined to doubt that there is such a thing as cognitive development in the sense that developmental cognitive psychologists have in mind” (p. 35).

The view of language as an informationally encapsulated, syntactic module of the brain is relativized already by perceptual categorization studies. Rosch (1973), in dealing with ethnographic material, and Bornstein (1979), in investigating early ontogenesis, discovered that it is perceptual processing that determines the type of lexical distinctions, not vice versa. This conclusion disproves, at least in the field of color terms, the age-old linguistic relativity hypotheses (see also Berlin & Kay, 1969). The visual information processing account for semantics of color terms can be valid also for that part of the lexicon that is responsible for the description of location as well as the identities of objects (Jackendoff & Landau, 1991). Taking the perspective of simulation of the early stage of language development, Harnad (1990; chap. 2, this volume) described this field of study as an investigation of the “symbol grounding problem.” Beyond this psychophysical perspective, cognitive linguistics has in the last decade postulated massive visual and spatial involvement in semantic processing: More concrete visual meanings may have been extended by analogical processes to deal with abstract objects and relations, including pragmatic aspects of discourse (Fauconnier, 1985; Lakoff, 1987; Langnacker, 1987). Obviously, this is a correction of the modularity view, because it shows a profound coordination of processing in presumably separate domains of language and visual cognition.

The new connectionist paradigm seems to be better suited to capture precisely this heterogeneous and context-dependent character of meaningful linguistic processing (Hinton & Shallice, 1991; Ramsey, Stich, & Garon, 1991). Again, this new approach seems to be more appropriate for the simulation of pattern recognition, the ability that connects us with our mammalian ancestors, thus warranting continuity in evolution and leading to human forms of communication and cognition (Harnad, Hanson, & Lubin, 1995). An even stronger aspect of connectionism is its role in learning and change. This explains why neural networks are increasingly used to model different aspects of language performance development, including syntactic effects (for an overview see Bechtel, chap. 3, this volume). One of the theoretical perspectives discussed in several contributions (Bechtel, chapt. 3, Scheerer, chap. 9, and Tomasello, chap. 11, this volume) links the connectionist argumentation with the ecological approach and with Vygotskian cultural-historical psychology. In both cases, the emphasis is not so much on “What is inside of your head?” but on “What is your head inside of?” The main difference is that, whereas ecological psychology deals with physical aspects of the environment (for biological positions of “ecological physics” see Kugler, Shaw, Vincente, & Kinsella-Shaw, 1990), the Vygotskian approach presupposes that cultural products of activity influence our behavior, brain, and mind (Vygotsky, 1985).

In this search for a new theoretical foundation, nobody denies that mature linguistic processing has a prima facie symbolic character. The question is whether this should be explained by properties of an inborn “language of the thought” with its “universal grammar” or whether it is a result of an extended evolution that ultimately interacted with human culture. Although individual preferences in reacting to this theoretical dilemma may still differ, development and adaptive plasticity of language are moving into the foreground of discussion.


Within and Beyond the Transition Field

The previously discussed indication of a paradigmatic change is caused, not only by the new horizons of philosophical, logical, and linguistic analysis, but also by recent empirical discoveries. What seemed to be a result of a sudden change can now be traced in more detail and be seen as evolving over time. Interdisciplinary research conducted during the recent decades has produced significant, often spectacular insights into the nature of the early stages of language development, whether it is the reconstruction of the vocal facilities of early hominids, the experimental demonstration of the perceptual categorization in human infants, the investigation of behavior and learning in modern higher primates, or the discoveries of linguistic and genetic research showing that the roots of the big families of modem languages can be traced back to the Paleolithic period.

Thus, the data show that nearly all human vocalizations, especially in the production of consonant sounds (Duchin, 1990), might have been available much earlier than is postulated in the conventional analysis done by Lieberman (1984, 1991), who argued that Neanderthals did not have the faculty of speech because of their vocal tract anatomy. Some authors such as Conroy (1990) see evidence for speech prerequisites already in Homo erectus (nearly 1.5 million years ago), well before Neanderthals appeared about 100,000 years ago. This is, of course, quite a substantial gap, especially if we take into account that the archaeological data on which Lieberman based his theory are even “younger,” going back some 50,000 years. The recent finding of a complete Neanderthal hyoid bone, which is apparently very similar to that of modem humans, only adds fuel to the fire, suggesting that at least Middle Paleolithic populations were anatomically fully capable of modem speech (Arensburg, Schepartz, Tillier, Vandermeersch, & Rak, 1990).

However, the evolution of speech—glossogenesis—seems to be neither the whole nor even the main story. Contemporary neuropsychology provides an appropriate analogy suggesting that relative phonetic and grammatical fluency can be accompanied by severe language disturbances, such as those in Wernicke’s type of aphasia (Luria, 1976, 1980), and Williams’ syndrome (Bellugi, Bihrle, Jerigan, Trauner, & Doherty, 1990). For the evolutionary analysis it is important to note that, despite all the controversy over endocast finds, there appears to be a major agreement on the basic steps leading from Miocene apes to modern humans. In all recent sources, these breakpoints are shown to coincide with transition periods leading to the specification of Homo erectus and archaic Homo sapiens (Bickerton, 1990; Corballis, 1991; Donald, 1991; Lieberman, 1991). Within this broad framework of evolutionary investigations one also can easily recognize two tendencies: Late-language models start to prevail over early-language models, and lexically driven models of language evolution overcome more traditional linguistic emphasis on phonology and on grammar (see Deacon, chap. 5, and Tomasello, chap. 11, both in this volume).

The discussion of the origin of language has been greatly diversified in recent years by considering some of its additional framing conditions. For many authors linguistic abilities depend on previous motor control refinement, a point of view reminiscent of Piaget’s (e.g., 1983) theory of the child’s intellectual development in which sensorimotor coordinations are shown to form a basis for later, symbolic stages of intelligence. The proposals include wholistic “mimetic” (Donald, 1991), hierarchically organized manual (Greenfield, 1991), and gestural-expressive (Corballis, 1991; Kendon, 1991) movements. Some evidence testifies, however, that there is probably no continuous line from sensorimotor activity, specifically gesture, to language either in phylogenesis (Burling 1993) or ontogenesis (Karmiloff-Smith, 1992). Another process under consideration is episodic recollection (Bridgeman, 1992; Donald, 1991), although Tulving (1983), who introduced the notion of episodic memory, preferred to consider episodic recollection as a late and not as an intermediary stage of cognitive development. Other authors have invoked even more complicated determinants, such as generativity (Corballis, 1991), lexical creativity and a readiness to negate associative experience (Deacon, chap. 5, this volume) as well as “second-order” or “reflective” intentionality (Noble & I. Davidson, 1991). Propositional speech, therefore, may depend in its development on pragmatics in the broad sense of the word. Even literacy is now intensively discussed as a factor in shaping not only semantics but also the phonology and syntax of language (Donald, 1991; Scheerer, chap. 9, this volume). Of course, literacy is a purely cultural, continuing stage in the historical memory of humankind.

In a seemingly different endeavor, historical and comparative linguistics provide new arguments, as formulated by the theory of language monogenesis. In elaborating the pioneering arguments of William Jones formulated as early as in 1786 (for more details, see Durham, 1992), the descent relationships of languages were used to infer the historical pattern of sound shifts, and thereby to reconstruct words and expressions of the protolanguages. This procedure was widely applied, generating word lists and associated cultural inferences for many ancestral languages, including Proto-Athapaskan, Proto-Indo-European, Nostratic, Austronesian and Proto-Polynesian, to name a few (Dolgopolsky, 1992; Renfrew, 1988; Ruhlen, 1994). The tentative conclusion is that the human languages form “what is very likely a single language family” (Greenberg, 1987, p. 337) that might converge to a single source somewhere between 30,000 and 100,000 years ago. This approach has reached its ultimate expression for both historical linguistics and biological anthropology in a recent comparison of the global phylogenies of gene pools and languages. Using linguistic evidence on the one hand and populational genetic data on the other, Cavalli-Sforza and his colleagues found that the genetic family tree correlates “surprisingly well” with its still somewhat incomplete linguistic counterpart (see Cavalli-Sforza, Menozzi, & Piazza, 1994; Durham, 1992; Piazza, chap. 8, this volume).

In another recent venture, the very understanding of language as the differentia specifica of our species has been questioned. The main insight enabling investigations into primate language consists of diverting attempts in the study of primarily vocal speech to the investigation of comprehension and communication with the help of manual signs (R. A. Gardner & B. T. Gardner, 1969), plastic tokens (Premack, 1986), or computer-recorded lexigrams (Savage-Rumbaugh et al., 1993). These studies prove that higher primates are able to use referential semantics. Recent results of primate language studies go even further, including the narrow definition of language as a combinatorial grammar system introduced by Chomskyan linguistics and propagated in a symbol information processing approach. Experiments with the bonobo chimpanzee (Pan paniscus) Kanzi, in particular, demonstrated that his learning abilities amount to understanding phrases despite their grammatical transformations (Greenfield & Savage-Rumbaugh, 1990; Rumbaugh & Savage-Rumbaugh, chap. 10, this volume). Even Terrace (1985), whose efforts led to the ape-language controversy, contended that “there is little question that apes overlap with human beings with respect to their ability to learn arbitrary rules regarding the use of symbols. Both species learn to make requests by using arbitrary symbols, and both species are able to use symbols to communicate intentionally” (p. 1021). These results, often ignored by the symbol information processing camp, suggest that in one way or another the concept of an inborn linguistic processing module of the human brain is in need of revision.


Some Unresolved Paradoxes

Despite all of this progress, the problem of relationships between biological and cultural factors of language development remains controversial and, in a sense, more paradoxical than ever. An emerging understanding is that neither nativist nor empiricist accounts seem to tell the complete story of the origins and early development of language. Perhaps the main paradox is that such little change in genetic endowment could produce the tremendous differences in behavior, communication, and cognition that have led to our technologies and culture.


How Much Genetic Change Makes the Difference?

It seems to be only a minor variation that separates humans from the two closest evolutionary outgroups: chimpanzees and gorillas (Lewin, 1989; R. D. Martin, 1990). Only slightly more than 1% of the genome is found to be different in a comparison between Homo and Pan. This 1% is scattered throughout the genome so that there simply are no human versus chimpanzee genes. This is demonstrated in a study by Lisitsyn and his coworkers (Lisitsyn et al., 1990). After breaking up chimpanzee DNA by heating and melting it into single strands, human DNA from brain tissue was allowed to reallele. It was expected that about 99% would reallele well because the match did not need to be perfect. The other 1% would then be the unique human genetic material. Instead, it was found that no material remained except highly redundant DNA that, in addition, was widely distributed across the genome (see also Ueda, Washio, & Kurosaki, 1990). Prehumans were nearly there. Furthermore, they had the genetic variation to produce the “tweaks” that pushed them over the edge.

The studies showing an affinity of linguistic and genetic changes (Cavalli-Sforza, Menozzi, & Piazza, 1994; Piazza, chap. 8, this volume) simultaneously led to the conclusion that there is a lack of direct effect of genes on language. Of course, some aspects of linguistic functioning can be interpreted as if they resulted from the action of specific genetic mechanisms that evolved via the conventional neo-Darwinian process (Pinker & P. Bloom, 1990). Besides classical data on the existence of the critical, or at least the sensitive period for the acquisition of language (e.g., Hurford, 1991), one recent example is the case of specific disturbances of phonology and morphology that has been traced by Gopnik (1990) in three generations of a large family. On the other hand, experiments with Pan paniscus Kanzi seem to suggest that an appropriate social support, together with instrumental means (e.g., keyboards with lexigrams; see Rumbaugh, Savage-Rumbaugh, chap. 10, this volume), may help to overcome differences in genetic material. This conclusion comes close to the actual results of a centuries-old investigation in other fields of behavioral genetics (Horgan, 1993).

The correlation of linguistic and genetic changes hardly goes beyond some parallel changes of two comparably complex systems. Being itself a very interesting marker of evidence concerning the paths and pace of development, this correlation has no causal significance, as in the case of the correlation of data on the populational frequency of blood Rh factor and similarities of European languages discussed by Piazza (chap. 10, this volume). A common argument today is that language massively uses already existing structures of the brain that had initially evolved for purposes other than oral communication (Bridgeman, 1992; Donald, 1991; Greenfield, 1991). These genetically determined structures had other cognitive and sensorimotor functions before they became “residues” of the linguistic mechanisms.


Does Our Brain Really Matter?

If the genetic changes in the evolution of humans are so small, how were these minor changes connected with the growth of specific neurophysiological tissue? Although textbooks on neuropsychology connect language ability with a specific core region, including the famous Broca and Wernicke areas around planum temporale of the left cortical hemisphere, the data on this seemingly obvious topic remain controversial. Putting aside rather anecdotal evidence of preserved linguistic and cognitive abilities in persons with severely reduced overall brain geometry (see Lenneberg, 1967; Lewin, 1980), one easily finds firm neuropsychological results testifying that lesions in the core region of language, first of all, do not preclude all vocalizations (Jackson, 1874; Van Lancker, 1987), and, second, usually do not completely disturb an understanding of the communicative situation and its adequate evaluation (Huber, Poeck, & Weniger, 1989; Luria, 1980).

Some low-level as well as higher-level linguistic phenomena thus seem to survive the destruction of the language zones. This fact, together with the data on developmental changes of the functional brain localization of linguistic processes (within the left hemisphere as well as between hemispheres; Goldberg & Costa, 1981), suggests that the localization of language is a very plastic matter evolved in the course of time. The initial plasticity of neural networks, which have so far been left unstructured by learning, can explain the existence of the sensitive period in the development of language (Marchman, 1993). With respect to the possible brain localization of grammar, this developmental dynamic is especially clearly demonstrated by Friederici (chap. 7, this volume). According to this, Broca’s area takes over relatively automatized syntactic operations, a process that is relatively slow (because it can last for the first 10 years of life).

Another problem is that there are, in fact, no serious differences in the structural organization of human and nonhuman primate brains (Bridgeman, 1992; Soreno, 1991). Provided that language is a relatively recent capacity, one can hardly imagine any big evolutionary changes, so our attention has to be directed even to a relatively minor neurophysiological development. Paradoxically, this development does not take place directly within the language core area, but at least one step higher on the evolutionary scale in the prefrontal lobes of the neocortex.

It has long been known that “the entire period of human evolutionary existence could be considered as the ‘age of the frontal lobe’” (Tilney, 1928, p. 13). The problem of the development of prefrontal regions and the interpretation of their unusual functions is the subject of heated debates (Deacon, chap. 5, this volume; Stuss & Benson, 1990). In evaluating prefrontal functions, it is necessary to see both the difference and similarity between humans and nonhuman species. What Deacon calls the “family resemblance in prefrontal functions” consists in executive control of behavior with an implicit negative attitude toward actual perception or earlier memory associations. This attitude is, of course, the minimal requirement for an intellectually inquiring organism, not just a knowing one. One can speculate that this type of control, such as the rule “Do not look for it there where you have found it previously!” could have supported the lives of early hominids in the savanna: In view of sparsely distributed food, a typical “savanna task” presupposes some form of negation of previous perceptual experience (see Jacobsen, 1936). Acquisition of such heuristics would simultaneously be a step to rule-governed behavior.

Of course, there are profound dissimilarities of prefrontal functions between humans and nonhuman primates. In humans the prefrontal brain is involved in personal and reflective control; changes of mental attitudes; and thoroughly social and cultural, higher order pragmatics: irony, sarcasm, metaphorical speech, and poetic language. This form of executive control is based on the use of conceptual (i.e., primarily verbal) means. Human prefrontal functions are interwoven with language —if not in their actual execution, then at some earlier, formative phases of individual development (Bridgeman, 1992; Luria, 1976). Recent evidence that neocortex size in primates is correlated with group size (Dunbar, 1993) seems to suggest the same social driving forces. Turbulences and mild, though permanent, challenges to life in a large group can be an especially powerful catalyst for the development of “Machiavellian” intelligence (Whiten & Byrne, 1988) requiring a flexible evaluation of the situation from different perspectives. Eventually, this situation contributes to the emergence of an internal “theory of mind” (Perner, 1991) in other group members, which, in turn, could generate a selective pressure for the evolution of the prefrontal neocortex in anthropogenesis.


Where are Symbols “Grounded”?

Although the orthodox version of the symbol information approach praised “methodological solipsism” (Fodor, 1979) as the favorite research strategy, all reformed trends acknowledge that the internal symbol system underlying human language needs some form of grounding in the real world or, at least, in the perception of the latter (Harnad, chap. 2, this volume). Does the grounding presuppose perceptual categorization or still something else such as reference to culture? This volume contributes to the discussion of the issue. Three complementary approaches are represented. According to the first, semantics and syntax grow up “from below” relatively continuously from visual and intermodal perceptual experience (see Harnad, chap. 2, Bechtel, chap. 3, and Maryanski, chap. 4, this volume).

The second approach, in line with the earlier philosophical analysis of Wittgenstein and Quine, argues against a continuous transformation of perceptual categorization into linguistic categories. From this point of view, semantics is growing out of thinking (i.e., in a sense “from above”; Deacon, chap. 5, this volume). Perceptual categorization is undoubtedly one of the major steps on the way to advanced forms of cognition and communication. However, even though categorical perception can be one prerequisite for the development of symbolic representations and language, it is undoubtedly a rather primitive prerequisite, because it apparently is shared by nonprimate apes and even such mammals as chinchillas (for an overview of comparative studies on categorical perception, see Massaro, 1987). If referential and lexical semantics could grow from low-level perceptual and mnemonic functions, then language should occur in many species, not only, as it is, in humans (Deacon, chap. 5, this volume). This means that perceptual categorization does probably not directly underlie the development of semantic categories of language.

The third approach relativizes the dichotomy of continuous versus discontinuous models of language evolution and consists of a sociocultural analysis of the problem (Tomasello, chap. 11, this volume). Semantic reference and syntax are considered here as developing within the field of social interaction. “Joint attention” (Bruner, 1978; Vygotsky, 1934, 1962) is the most important phenomenon of such interaction, creating the earliest “zone of proximal development” for cognitive, behavioral, and specifically linguistic development. Thus, communicative interaction between mother and child presupposes a sophisticated control of mutual eye movements. Indeed, there are specific prefrontal mechanisms in pointing and in coordinated eye movements that in humans seem to be instrumental in serving communication and cooperative activity. The question as to whether such a symbolic gaze use (e.g., pointing to an object for others) can be observed in primates is a subject of current discussions (see Tomasello, Krueger, & H. H. Ratner, 1993).

Some rather radical suggestions about the role of cultural factors in language development are beginning to appear in the literature. Bechtel (chap. 3, this volume) argues that the complexity of formal operations of early linguistic processing has been exaggerated because it had been supposed that all these operations were happening in the child’s head. Language is an objective, external symbol system that exists within culture, supporting any individual use of it. Visual languages with their enduring properties can be of special importance to such an external support (Donald, 1991; Scheerer, chap. 9, this volume). Literacy, furthermore, presupposes evolving new “functional systems” in the brain (Luria, 1976), such as subserving reading or counting skills. A more controversial thesis is that a phonological (not just phonetic) type of perception can be found only in literate persons (Scheerer, chap. 9, this volume). This suggestion may be too revolutionary, however, as it presupposes that categorical perception of phonemes is possible before the development of oral speech. Evidence of differences in neuropsychological mechanisms of language in literate and illiterate persons is more promising, but such evidence is still fragmentary (Hu, Qiou, & Zhong, 1990; Lecours, Mehler, Parente, & Beltrami, 1988).

There is another possibility of bridging biological and cultural phases of development (Biben, Symmes, & Bernhards, 1989; Papousek & Papousek, 1991). This possibility can be found in early mother-child communication. Its most salient aspect is “motherese”: the slow, stylized way most people adopt when talking to babies (Bornstein, chap. 9, this volume; Grieser & Kuhl, 1988). Along with emerging mutual activities of mother and child (Bruner, 1978), motherese may well be the main vehicle for early linguistic development. This is evidenced by its properties: typical prosodic melodies, accentuation of phonemic features, simplified semantics, distinctiveness of syntactic boundaries, and, in particular, control of the child’s attentional reactions. Indeed, there are data showing that motherese affects the infant’s gaze movements much more than does usual conversational speech (Bornstein, chap. 9. this volume). Socialization of attentional control, therefore, seems to be one of the major preconditions of language acquisition.


Evolutionary Perspective Culturally Amplified

What kind of unifying framework would then explain the appearance of language? Biobehavioral roots of communication and cognition are different. So are their initial brain mechanisms: limbic and subcortical regions control non-propositional vocalizations, while neocortical mechanisms are responsible for perception and problem solving. A convergence of both lines creates a basis for the emergence of language and symbolic thought, provided that newly evolved prefrontal structures can mediate social control necessary for the acquisition of language and its cultural transmission.


Stages in Language Evolution and Development

The multiplicity in which the language emerged would make its explanation a hopeless venture if we were restricted by the theoretical framework of language as a closed formal system. Fortunately, in view of the aforementioned advances we are not forced to keep the model. The existence of early nonpropositional forms of language (that we call P-languages to differentiate them from the notion of protolanguage used in paleolinguistics) is supported by phenomena such as speech automatisms, emotional vocalizations, or synpractical reference. In general, one can say that P-language has no syntax, but knows a form of primitive semantics. This semantics is determined mainly by emotional context, associative experience and, of course, by the processes of visuospatial recognition and categorization which humans share with other primates (Maryanski, this volume; Soreno, 1991; Velichkovsky, 1982).

Even the normal language of a child may be an example in this respect because it has no clear-cut-division of semantics and syntax. Tomasello (1992, chap. 11, this volume) argues that children’s early grammatical competence can be explained by deep semantics of verbs, without resorting to adultlike linguistic rules. Friederici (1983) as well as other authors (e.g., Akhutina, Velichkovsky, & Kempe, 1989) demonstrated that during development a marked interaction can be observed between syntactic and semantic variables up to the ages of 10 to 12. This interaction of syntax and semantics is valid for adults, too: Even proponents of the modularity view would spend some more dozens milliseconds to processing the sentence “The boy bites the dog” instead of the reversed version. This means that, at least in the beginning, syntactic rules are bound by their meaningful context of application.

In addition to P-language and language, there may well be later, or higher—in evolutionary and logical terms—forms of M-language (a name we use to avoid the term metalanguage, which has a different connotation within linguistics). Ample evidence comes from research on situational pragmatics (Herrmann, 1983), semantics of “mental spaces” (Fauconnier, 1985), and poetic theory (Shcheglov & Zholtkovsky, 1987). In ontogenesis, M-language has to be based on the “theory of mind” stage of cognitive development (Karmiloff-Smith, 1992; Perner, 1991), when at about age 4, cognitive and also linguistic (mainly in the form of propositional attitudes) manifestations of understanding other people’s beliefs, desires, deceptions, and intentions become common. At the same age, one observes in different languages of the world nonmonotonic changes in the linguistic development caused by metalinguistic discoveries of the type, “the first noun is the agent” (see Akhutina, Velichkovsky & Kempe, 1989).

This is also the age when major changes in myelinization of prefrontal regions of the brain occur (Luria, 1980; see also Stuss, 1992). Data such as these argue in favor of a hierarchical model of the functional organization of the brain, in which different cognitive processes and forms of language are described as distributed over three different levels (Velichkovsky, 1990). Accordingly, at Level 1 (P-Language) we note only prerequisites of propositional language that are split between two separate lines of evolution: emotional communication and elementary problem solving. At Level 2 (Language), these lines are united (i.e., manifested by communication and understanding of propositional contents). Level 3 (M-language) fulfills the metainstrumental function: generation, monitoring, adaptation, and repair of processing at the lower levels. All three levels can simultaneously undertake the task-dependent distribution of roles for leadership and background coordination (see Bernstein, 1947; Werner, 1948). This is only an abstract static picture, however, in need of further elaboration.


The Multiple-Level Evolutionary Model

The neuropsychological data allow us to localize protolinguistic processes outside the classical anterior part of the language core area (Broca) in the subcortical and paleocortical brain as well as in the posterior neocortex. This is the reason why even in severe cases of Broca and global aphasia, which are characterized among other things by agrammatism, different manifestations of nonpropositional P-language are still possible (Van Lancker, 1987). MacLean (1988), in particular, argued for phylogenetic roots of the early emotional vocalization within the limbic paleocortex, as coming only with the transition from reptiles to early mammals, with still a long way to a convergence with cortical mechanisms of perceptual and intellectual processing (Maryanski, chap. 4 this volume).

From this multilevel perspective, it is possible also to look anew at some well-known, but nevertheless paradoxical changes in the brain that occur in anthropogenesis. The development and functioning of language are usually examined in connection with the enlarged perisylvan region of the left hemisphere (Geschwind & Galaburda, 1987), but this type of asymmetry is very old. It was evidently found in our fossil ancestor, Homo erectus, and, ontogenetically, can be documented already in the fetus. Nonhuman primates also seem to have some analogue to the region.

Other changes, however, are unique in human evolution. They consist of prefrontal growth, but above all in an enlargement of the right frontal and left posterior regions of the neocortex (Bradshaw, 1989; Holloway & De la Coste-Larymondie, 1982). Although they are always considered “silent” with respect to speech, both of these regions seem to be important for metalinguistic and meta-cognitive operations, namely, for changing the truthvalues of the verbal and visuospatial representations of knowledge (for an overview, see Velichkovsky, 1994). Indeed, prefrontal regions outside Broca’s area, and especially within the right hemisphere, provide firm neuropsychological evidence of the existence of M-language. Recent findings show that injuries of these regions in the right hemisphere produce characteristic disorders in metalinguistic and metacognitive coordination. For example, a patient with such an injury may no longer be able to detect the irony or understand the metaphorical meaning of a phrase (H. Gardner, Brownell, Wapner, & Michelow, 1983). Similar problems arise in connection with the processing of the macrosemantics of a text, such as distinguishing between the description of fictitious and real episodes (Chernigovskaya, 1990).

The existing experimental data testify that Level 3 functioning is unavailable for monkeys (Cheney & Seyfart, 1991) and even for the brightest of primates (Premack, 1988; Tomasello, Kruger, & H. H. Ratner, 1993). The same, of course, can be said about the normal human child 2.5 years of age, who served as control in language understanding tests in experiments with Kanzi, as reported by Rumbaugh and Savage- Rumbaugh (chap. 10, this volume). Although processes leading to the “theory of mind” stage can well be documented in a preverbal child, there is no evidence that either the developed “theory of mind” or the reflective “second-order” intentionality could be available before language comes to the scene (Karmiloff-Smith, 1992; see also Rosenthal, 1986, for compelling logical arguments). Both “theory of mind” phenomena and manifestations of M-language demonstrate very similar intersubjective semantics (Velichkovsky, 1990). This also can be seen in the fact that the siblings’ group size is a valid predictor of the time when the “theory of mind” appears in a child’s development (Jo Perner, personal communication, 1994).

Although higher primates seem to possess the major structures that could support Level 2 linguistic functioning (i.e., language per se), they do not regularly reach that level of performance. The reason for that is, of course, the big question dominating the investigation of language evolution. It is probable that the emergence of language is possible only through a loop “from above”, via the internal meta-cognitive control executed by the prefrontal brain, or—still an exceptional situation—by an external, social substitute for the prefrontal control.


Loops of Evolution and Cultural Amplification

The segment of human evolution leading to full-blown language was not a monotonous unidirectional progression. It testifies to numerous reiterations, amplifications, and coevolution of its heterogeneous components (Bridgeman, 1992; Deacon, 1991). Every progressive change leads, not only to an anatomical expansion of new areas, but also to the “downstream” waves along the whole vertical dimension of the brain. This secondary reorganization mainly induces functional alterations, whereby the functions can be modernized or completely changed. For instance, the “reptilian” part of our brain (basal ganglia and midbrain; MacLean, 1985) is massively involved in bipedal locomotion and executes some background coordinations of expedient piano playing (Bernstein, 1947). Similarly, structures that evolved for the recognition of perceptual categories and for the control of fine motor coordination become sites of our direct linguistic capacities (Greenfield, 1991; Soreno, 1991) where the Level 2 processes reside. As in the example of the “reptilian brain” playing piano, this happens only in the second run which, in the case of language, is primarily caused by the prefrontal expansion and its sociobehavioral correlates (i.e., after structures of Level 3 were, in the first run, delineated).

This nonmonotony can be helpful in explaining paradoxes in this field of study. To find the origins of language one tends to look for preconditions, whereas one actually needs to look for consequences of language evolution, including changes in social interactions and material culture. The last requirement seems to have become accepted by all recent multilevel evolutionary theories (Donald, 1991; Plotkin, 1988; Tomasello, Krueger, & H. H. Ratner, 1993). These “extracerebral components” greatly diversify the possibility of supporting linguistic performance via external loops, which, in terms of individual development, means that the child grows up into a world of mature culture and its symbolic forms, so different and so much easier in comparison with the mystery of the initial evolution of language.

An additional complexity is that the prefrontal brain, too, could not remain the same after the second-run change of lowerlevel mechanisms. The careful reconstruction given by Deacon (chap. 5, this volume) shows how difficult it is to define the basic preverbal functions of this brain region. The task is not made easier in the case of the early functioning of the verbal (second-run) prefrontal brain. Whether it immediately became an organ of higher order thought, M-language, and reflective consciousness is in serious doubt (see Rosenthal, 1986). The long history still lying ahead brought further qualitative changes (e.g., the distinction between everyday and scientific concepts that is crucial for an analysis of consciousness and different forms of metacognition; however, owing to Scribner & M. Cole, 1981; Vygotsky, 1934, 1962. In any case, its own “second-run,” the prefrontal brain supported by language becomes a true organ of culture and verbally mediated symbolic thinking. This emerging cognitive power (not just the freeing of the hand for manufacturing and art after the manual gesture was replaced by oral speech, as suggested recently by Corballis, 1992) was at the heart of the technological “creative explosion” of the Upper Paleolithic period (Marshack, 1989).

If the present analysis is correct, we can expect that vocal prepositional language has evolved on the eve of these major cultural changes in the evolution of humankind, perhaps in the Lower-Middle Paleolithic period, together with the appearance of the archaic Homo sapiens. This is a temporal zone in which the reconstruction lines of the “Eve tongue” seem to converge. The previous, great historical phase, that of Homo erectus, was mostly a preparatory period of coevolution of prefrontal functions and social organization. These processes created forms of attentional control necessary for the emergence of symbolic language as well as prerequisites for its social transmission and external, cultural storage. From this point of view, it would be wrong to localize language only within biology and not within culture. The only justification for that would be an artificial narrowing of the scope of language functions to a meaningless vocalization or grammar (see Pinker, 1994). Emerging language was nonseparate from emerging culture, although direct neuroanatomical prerequisites for language had evolved at least an epoch earlier.


Conclusion

In the cryptic story of the origins of language, the crucial impetus may come from above, from the sphere of interindividual metacognitive coordination, which is neuroanatomically connected, not with the language core area around the planum temporale of the left hemisphere, but with the prefrontal brain. In other words, we should seriously consider the possibility that early the evolution and ontogenesis of language do not proceed only in the “upstream,” but also, to a critical degree, in the “downstream” fashion. It can therefore be assumed that language as a formal system is generated primarily through the functioning of the metacognitive coordination level.

Different lines of research presented in this volume approach this conceptual problem by means of new empirical data and fresh theoretical hypotheses. These concepts are often rather speculative from the mainstream cognitive community point of view, but will undoubtedly contribute to the interdisciplinary dialogue between the different approaches to the problem of the biological foundations of human culture. As a manifestation of the flexibility and adaptive power of human nature, language transcends any one-sided attempt at its explanation. If this were to be formulated as a new paradigm, or as the currently emerging Zeitgeist, it would involve a change of the perspective: At the very center of the investigations are precisely those interactions of biological and cultural factors that make the development of formal properties of language possible.
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When speculating about the origins of language we do well to remind ourselves just what we are pondering the origins of: For some, a language is something so general that just about every form of human activity qualifies: music, dance, even emotional expression (Agawu, 1991; Goodman, 1968; Pribram, 1971). For others, it is a very specific and complex mental organ that allows us to produce and recognize grammatically correct sentences (Chomsky, 1980). I would like to take a third road and consider language to be only that form of human activity that is intertranslatable with English (or any other language) plus whatever mental capacity one must have in order to produce and understand it. The intertranslatability criterion, however, although rather powerful, is still too vague and general. So let me add that one of the principal features of language is that it allows us to categorize the world and its parts in what appears to be an infinity of different ways, among them, possibly, a way that comes close to the way the world really is.

It is hypothesized that words originated as the names of perceptual categories, and that two forms of representation underlying perceptual categorization—iconic and categorical representations—served to ground a third, symbolic form of representation. The third form of representation made it possible to name and describe our environment, chiefly in terms of categories, their memberships, and their invariant features. Symbolic representations can be shared because they are inter- translatable. Both categorization and translation are approximate rather than exact, but the approximation can be made as close as we wish. This is the central property of that universal mechanism for sharing descriptions that we call natural language.


Translation and Categorization

In pondering the origins of language, then, we are pondering the origins of an intertranslatable form of classifying ability. It is an ability that allows us to say: That is an apple; an apple is a round, red fruit, etc. Now this view of language is dangerously reminiscent of positions that are reputed to have been discredited by philosophers—by Wittgenstein (1953) and Quine (1960), for example. Wittgenstein was at pains to show us that the Look, this is an X and that is a Y model of language is wrong, or woefully simplistic: What matters is not what words stand for, but how they are used by a speech community. Quine even held that the X in Look, that is a rabbit (uttered while pointing to a rabbit) is so hopelessly ambiguous that it could mean just about anything to anybody: rabbit parts, rabbit stages, unique instants, or what have you. There is simply no way of arriving at the fact of the matter—or perhaps no fact of the matter to arrive at.

How then is one to defend the glossable-classificatory view of language being proposed here in the face of such prominent criticism? Fortunately, there is always a point of retreat to which one can safely repair as long as one is willing to abandon realism about word meaning: There may be no way of settling on the fact about what people mean when they say Look, that is an X, but we can certainly describe the regularities in the external conditions under which they tend to do so, along with the requisite internal conditions that would make it possible for them to do so under those external conditions. This position is not behaviorism, for it is very much concerned with what is going on inside the head. A behaviorist can never explain how an organism manages to classify its inputs as it does; he must take that success for granted. All he can tell you is what kind of a history of rewards and punishments shaped the organism to do so, given that it can and does do so (Catania & Harnad, 1988).

Obviously it is a form of cognitivism that is being proposed here (Harnad, 1982): People use language to classify the world in a shared and modifiable way. The internal structures that allow them to do so are the physical substrate of language, and hypotheses about the origins of language are hypotheses about the origins of those structures, so used. There is room for functionalism here, too (Fodor, 1975; Pylyshyn 1984): The most important property may not be the specific physical realization of the structure underlying language, but its functional principles, which may be physically realizable in many different ways. The question, “What is language?” becomes the question, “What functional substrate can generate the expressive power of language?” This in turn becomes (according to what we have just agreed), “What functional substrate can generate our glossable classifying ability?”

Let us return to Quine’s underdetermined rabbit, which he chose to call, in an undetermined language, Gavagai. Gavagai is meant to stand holophrastically for our expression, “Look, that’s a rabbit.” According to the glossability criterion, the two phrases must be intertranslatable. Now let me inject an important qualifying note right away: Intertrans- latability is never exact; it is only approximate. However, the approximation can be made as close as one desires—not necessarily holophrastically—perhaps using a profligate quantity of words, but with the resultant meaning coming as close as need be, reducing uncertainty to whatever level satisfies the demands of the shared external communicative context for the time being (Steklis & Harnad, 1976). (People presumably communicate in order to inform one another, and to inform is to reduce uncertainty about competing possibilities among which a choice must be made.) It is an interesting and suggestive parallel fact that categorization, like translation, is provisional and approximate rather than exact (Harnad, 1987b).

Consider the first of Quine’s variant readings, “undetached rabbit parts.” On this reading, Gavagai could mean, “Look, that’s undetached rabbit parts.” Of course, all that is needed to disambiguate the two is a larger sample of classification problems because a language with an expressive power that allows full intertranslatability with English must be able to capture the difference between the external circumstances in which we are speaking of rabbits and those in which we are speaking of undetached rabbit parts. “Rabbit,” for example, is no good for distinguishing detached from undetached rabbits: They are both rabbits, as far as that goes. “Detached rabbit,” on the other hand, is a closer approximation, but now we are unpacking the holophrastic side of English. “Rabbit” is indifferent to the distinction between intact and disassembled rabbit conditions. In English, we need two words to mark that difference; but if in Gavagese the holophrastic “Gavagai” really means, “Look, that’s un detached rabbit parts,” then (to meet our stem criterion of intertranslatability) there will have to be another lexical item in Gavagese for “Look, that’s detached rabbit parts,” “Look, that’s rabbit parts,” “Look, that’s a part,” and “Look that’s a rabbit.” One can certainly continue to play this game holophrastically (Bavagai, Travagai, etc.), and the more synthetic languages such as German and Innuit (Pullum, 1989) certainly go further in this direction than, say, English or Chinese do. But there are limits to what it is practical to do in this holistic way, and most languages seem to have elected instead to go analytic, coining small, detached, portable words to mark important classes, and making combinations of them in the form of phrases and propositions to mark complex or composite conditions.

The point does not depend on practicality, however, for whether it does so analytically, synthetically, or even entirely holophrastically, a language must provide the resources for marking distinctly all the categories we distinguish (in English, say).
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