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Preface

A central aim of the study of language acquisition is to explain the development of the child's linguistic knowledge over time. In recent linguistic theory, there has been an explosion of detailed studies of language variation. “Parameter theory” has thrown new light on both fundamental differences (such as those distinguishing languages as different as English and Chinese) and on subtle variations between genetically related and/or similar languages (e.g., variations that characterize differences in the grammars of French and Italian). The studies described in this book apply such recent analyses to the study of child language, using the theory to develop new approaches to change and variation in child grammars. The studies reveal both early knowledge in several areas of grammar and a period of extended development in other areas. Topics dealt with in the book include question formation, ‘subjectless’ sentences, object gaps, rules for missing subject interpretation, passive sentences, rules for pronoun interpretation, and argument structure. The chapters in the book show how linguistic theory can help define and inform a theory of the dynamics of language development and its biological basis, meeting the growing need for such studies in programs in linguistics, psychology, and cognitive science.

This book contains in-depth studies of the source of errors and the mechanisms of change in the child grammar. Chapters by Clahsen and by Felix take radically different positions (“continuity” vs “maturation”) concerning the source of errors in, for example, the interpretation of pronouns by children. Randall's chapter details mechanisms for the attainment of adult knowledge of verbal argument structure.

The book contains much new data and many new analyses. The chapter by Roeper and de Villiers contains new experimental evidence concerning the development of knowledge of constraints on wh-movement. The chapter by Goodluck and Behne contains new experimental evidence on the development of control (PRO) constructions, including previously untested constructions (purpose clauses). The chapter by Weissenborn presents new data on subjectless sentences (pro-drop) from the acquisition of French and German. The chapter by Hyams uses recent linguistic theory to develop new analyses of existing data on the same topic. The chapters are accompanied by commentary chapters written by scholars from a range of disciplines: linguistics, psychology, and computer science.

This volume grows out of a roundtable session at the XlVth International Congress of Linguists, East Berlin, 12 and 14 August, 1987. Most of the papers were presented there in preliminary form; an exception is the chapter by Hyams, which was presented at the 12th Annual Boston University Conference on Language Development, October 1987.

We thank Ken Wexler, who presented a paper at the Berlin workshop, and all the participants in the workshop, for their comments.

Jürgen Weissenborn

Helen Goodluck

Thomas Roeper
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Four questions define the core concerns for a theory of language acquisition:


	What is the adult grammar? That is, what is the end state of development?

	What assumptions about language does the child bring to the task of language acquisition?

	What developmental stages are exhibited?

	How is language development possible in principle and in fact? That is, what are the conditions for successful learning?


We will briefly comment on these questions and the way they are addressed in the different contributions in this volume.


I Adult Linguistic Knowledge

The authors in this volume share a number of common assumptions concerning adult linguistic competence; these assumptions underlie much work in current generative linguistic theory. Adult languages are assumed to be characterized by cognitive-particularity and modularity. By cognitiveparticularity we mean the independence of linguistic constructs from other systems of knowledge; that is, we subscribe to the belief that linguistic knowledge cannot be reduced to principles governing non-linguistic aspects of human ability, although the latter may influence linguistic systems. By modularity, we refer to the assumption that linguistic knowledge itself comprises a number of highly specialized subsystems of rules and principles, each with its own function.1


1 It is an empirical question which of two alternative views is correct: That linguistic knowledge is autonomous and modular, and that it is acquired through task-specific learning mechanisms, or that there is a close interelation between other cognitive domains and the structure of linguistic knowledge, acquired through domain-unspecific general learning mechanisms.

Differences between adult languages provide some of the most telling evidence in favor of the assumption of cognitive-particularity. For example, English and Italian differ with respect to the grammaticality of questions of the type illustrated by the English question:


	Who do you think that came?


In English such questions are ungrammatical although the equivalent sentence without the complementizer that is perfectly good:


	Who do you think came?


In Italian, questions equivalent to (1) are grammatical, as shown by:


	Chi credi che è venuto?


These facts cannot be related to any general, nonlinguistic aspect of human cognition. No candidate principles for a nonlinguistic explanation exist and such an explanation would entail the odd assumption that adult speakers of Italian and adult speakers of English differ in their general cognitive makeup. The kind of explanation that has been put forward in the linguistic literature in the past decade or so depends on intricate, system-specific, properties of linguistic rules (see, e.g., Rizzi, 1982).

Most of the chapters in this collection assume the basic correctness of a particular version of the modular approach to linguistic knowledge, that is, the “principles and parameters” approach of Chomsky (1981) and subsequent works. In this approach, languages vary along a number of particular dimensions and a given adult language can be characterized by its “parameter-settings”—the choice of values for a particular rule system, which then affects the applicability of particular principles of grammar. To take an elementary example, languages differ in the position of heads of phrases. A language may be head-initial (such as English) or head-final (such as Japanese and German); the verb as head of the verb-phrase will be realized as phrase-initial in English and phrase-final in Japanese and German (the latter showing the base order in subordinate clauses only). This division between language types can be characterized as the setting of a parameter in the phrase structure module of the grammar (X-bar theory). We will return to other examples of modules of the grammar that exhibit significant variation between adult languages, and which have received considerable attention in both theoretical research and language acquisition research.


II The Child's Linguistic Abilities

The authors in this volume not only share fundamental assumptions concerning the nature of adult linguistic knowledge (cognitive-particularity and modularity), they also share some basic assumptions concerning the nature of language acquisition. Specifically, they share the assumption that language acquisition could not be achieved unless the child were endowed with a substantial component of innate linguistic knowledge. In other words, children are assumed to acquire language with the aid of principles of Universal Grammar: the set of principles that define the range of possible human languages.

One motivation for assuming the innateness of Universal Grammar is “Plato's problem” (Chomsky, 1986b): How can we know so much on the basis of so little evidence? The fact that there are innumerable errors that one would expect children to make, but that, in fact, never show up, argues for strong constraints on the learning process. For example, children appear to follow structure-dependent syntactic rules from the outset. This may be illustrated by the fact that there is no evidence that children ever consider a rule for forming yes-no questions along the lines: invert the first noun (phrase) with the first auxiliary verb, producing (erroneous) forms such as “*Is the man who tall is rich?” (from “The man who is tall is rich”), although many of the question forms the child hears would be compatible with such a rule.2 A rich, innate component of linguistic knowledge will help explain the absence of many logically possible errors. Other powerful arguments for an innate basis of linguistic knowledge are the fact that language learning takes place in childhood without effort or a need for special instruction, and proceeds in a comparable manner under both normal and special conditions such as deafness and blindness (see Mills, 1983; Gleitman, Gleitman, Landau, & Wanner, 1989).


2 See Crain and Fodor (1989) for evidence on this and other points.


III Current Issues

The latter part of the 1970s and the early 1980s saw a burst of work in language acquisition that enhanced the plausibility of the view that language acquisition proceeded quite rapidly and under constraints imposed by (presumably innate) principles of grammar. For example, a number of studies have argued that at a very early stage a child develops a system that reflects the head-parameter setting for his or her language. By the third year, English-speaking children are sensitive to the fact that in their language the verb phrase is head-initial, and Japanese-speaking children to the fact that in their language it is head-final (Lust & Chien 1984; Lust & Wakayama 1979). Even in languages such as German, in which the basic head-final position of the verb phrase is not reflected in the surface word order of main clauses (but in subordinate clauses only), the system is acquired early on (Clahsen, this volume).

Other studies have successfully probed for knowledge of structure-based principles of grammar, such as the principle that precludes a definite pronoun from coreferring with an NP that it is structurally superior to (Principle C of Chomsky's [1981] binding theory). Thus preschool children are sensitive to the fact that the pronoun he and the NP the dragon can refer to the same individual in (4) but not in (5),


	Before he left the cave the boy stretched

	He left the cave before the boy stretched


(see, e.g., Solan, 1983; Crain & McKee, 1985), although errors of interpretation do occur. The total array of data makes sense if children are aware of principles such as Principle C and apply the principle to adult-like structures. To put it another way, evidence for sensitivity to a structure-based principle is also evidence for knowledge of the structures that condition its application and we have good reason, as a result of studies from the late 1970s and early 1980s, to suppose that not merely the basics of language-specific word order are in place by the third year, but also fairly detailed specifications of phrasal configurations.

Accepting the correctness of these observations, the way is open for the study of subtle, nonobvious questions concerning language development. The second and third questions with which we began: (2) what stages of development are observed and (3) what are the conditions for successful learning, are now beginning to be the focus of intensive work in language acquisition, some of which is represented in this volume.


III.i Stages of Development

Plainly, language development exists: The child must get from an initial state of absence of knowledge to knowledge of a grammar more or less identical to that of the adult language(s) he or she is exposed to. We can sketch three possible views concerning the form a child's grammar can take during development. They differ from each other with respect to how much they assume the child's linguistic representations to be constrained by principles of Universal Grammar. They are: (a) the Strong Continuity Hypothesis, (b) the Weak Continuity Hypothesis, (c) the Discontinuity Hypothesis.3


3 Goodluck (1991) gives a slightly different taxonomy, based on a pre-final version of this chapter; Wexler (1990) also sketches three positions with respect to continuity and maturation. The basic problems are clear though the labels may differ somewhat in these various presentations.

The Strong Continuity Hypothesis. From the onset of language acquisition, all principles of Universal Grammar are available to the child and at each point in time the grammar of the child allows only for structures that are also structures of the target language. As far as we know, this strong position has not been explicitly taken, although work by Crain and Fodor (1987) comes close to it.

The Weak Continuity Hypothesis. During development, the grammar of the child permits structures that are impossible or only marginally possible in the target language but are possible structures in other languages, that is, they obey principles of Universal Grammar. Moreover, the principles are used in such a way that each non-adult grammar corresponds to a “possible human language.” This position seems to be the most popular in the literature. (It is assumed and/or discussed under various names in, inter alia, Borer & Wexler, 1987; Clahsen, this volume; Finer, 1989; Goodluck, 1986; Goodluck & Behne, this volume; Hyams, 1986, this volume; Nichigauchi & Roeper, 1987; Wexler & Manzini, 1987; Pinker, 1984, 1989; Randall, this volume; Roeper and de Villiers, this volume; Weissenborn, this volume; White, 1982.)

The Discontinuity Hypothesis. There are stages of language development that are not constrained by Universal Grammar (Felix, 1987, this volume). The Discontinuity Hypothesis assumes that principles of grammar mature. Maturation itself does not necessarily imply discontinuity as we have defined it here, that is, systems that violate universal grammar.Borer and Wexler (1987, 1988) assume maturation without any violation of principles of Universal Grammar.

While the distinction between the three hypotheses is quite clear in principle, it is often a difficult matter to tease out evidence for one type of analysis rather than another for any given grammatical stage. For example, we have mentioned that by the third year there is quite firm evidence that children have arrived at an adult-like setting of the head-parameter for their language; that is, they have acquired a knowledge of basic phrase structure configurations appropriate to their language. But what about the very earliest stages, when children are just beginning to put words together into multiword utterances? Are the first multiword utterances governed by phrase structure specifications appropriate to the language being acquired (a Strong Continuity position)? Or are they governed by a phrase structure system that is a full-fledged system, but one that is not correct for their language (a Weak Continuity position)? Or do they altogether lack levels of phrasal structure and types of syntactic category that characterize adult systems (a Discontinuity position)?

The recent literature contains a variety of positions that are, in effect, Discontinuity analyses: for example, Lebeaux (1988), Radford (1988a, 1990), and Guilfoyle and Noonan (1988), have all argued for a version of the hypothesis that early syntactic systems are characterized by an absence of functional categories. In the X-bar theory of phrase structure, a distinction is made between lexical categories such as Noun, Verb, and Preposition, and the phrasal categories that they head on the one hand, and functional categories and their phrases, on the other. The latter are closed-class categories4 which serve, inter alia, to express and assign various (often morphologically realized) syntactic and semantic properties such as tense, aspect, and agreement for person and number on verbs and case, gender, and number on nouns, and to provide some of the structural positions utilized in sentences with word orders other than the normal order of declarative sentences.5 For example, the word that in a sentence such as “John said that Bill left” is a member of a functional category (complementizer), which heads its own phrase type, the complementizer phrase. In the adult grammar, a sentence-initial question word (such as what in “What did John eat?”) occupies a position inside the complementizer phrase. On the assumption that all languages exhibit a system of functional categories, the hypothesis that early speech lacks such categories is in effect a discontinuity hypothesis.6


4 Closed-class categories are categories the membership of which cannot be increased by productive word-formation processes.


5 Which are the actual functional categories is an open question. It has been argued, for instance, that instead of a general category Inflection, one has to assume different phrasal categories for Tense, Aspect, and Agreement (Chomsky 1989; Pollock 1989).


6 It has been proposed that there may be languages that lack certain functional categories at S-structure (Fukui 1986).

Such a Discontinuity assumption is not mandated by the data, however. It should be kept in mind that almost all of the evidence for a restricted system, that is, for a system without functional categories, is the absence of positive evidence for a more highly articulated one, and that while certain studies may not allow us to decide, there are other pertinent studies that are not compatible with the absence of functional categories. For example, Weissenborn (this volume, 1990) and Weissenborn, Verrips, & Berman (1989) argue that children learning French and German make distinctions at an early age that mandate the presence of some functional categories. A similar conclusion is reached by Lillo-Martin (1986, this volume) in her study on the acquisition of American Sign Language. Moreover, even where there is an apparent absence of functional categories, one may hypothesize that the child has functional categories, but that these, for whatever reasons, are not realized by lexical items, such as the complementizer that at an early stage, or features of the INFL-component (Pierce, 1989; Radford, this volume; Valian, 1990). In some ways this current debate revives in new terminology the sort of debates about the nature of early grammars that have been going on since the early 1970s (cf. McNeill, 1970; Bowerman 1973) and illustrates the extreme difficulty of accurately determining the nature of very early grammars. Similar problems are to be found in the literature on children's knowledge of the possibility of sentences without an overt subject (Hyams, 1986, this volume; Valian, 1989; Roeper & Weissenborn, 1990; Weissenborn, this volume).

We do not wish to give the impression, however, that the indeterminacy surrounding the exact nature of the child system in some areas of grammar is a sign that the field of linguistically driven language acquisition research is doomed to rehearse forever old problems with no new breakthroughs. The problems that recur (such as the syntactic nature of very early speech) are central and difficult and progress is being made. One important way in which recent linguistic theory has opened new vistas for the study of child language is through the growth of cross-linguistic research. This is well illustrated by recent research and ongoing work on the development of syntactic movement rules, particularly question movement. In the Chomskyan framework, the formation of questions and other sentence types involves movement of the questioned element to the front of the sentence (to a position in the complementizer phrase, as has been mentioned). Languages differ in the manner in which they “use” movement. In some languages, such as English or German, the question word moves “in the syntax,” that is, movement is an operation linking deep structure (D-Structure) and surface structure (S-structure); in others, such as Chinese, movement occurs as an operation between S-structure and logical form (LF); still other languages, such as French, show both possibilities. Thus movement is parameterized, in terms of the levels of grammatical representation that are linked by the movement operation. This parameterization, together with other principles (see Huang, 1982; Lasnik & Saito, 1984; Rudin, 1988) defines a range of language types. Recent studies in acquisition have drawn on this theoretical research to begin to map a picture of the development of movement rules.7 It seems clear that while children learning languages of the English type have movement as a formal operation quite early on (de Villiers, Roeper, & Vainikka, 1990; Goodluck, Foley, & Sedivy, 1990; Goodluck, Sedivy, & Foley, 1989) the full development of the grammar of movement for a particular language type may be an extended process (Goodluck & Behne, this volume; Roeper & de Villiers, this volume).8


7 Movement of interrogative pronouns does not exhaust the range of possibilities but is only one type of movement, namely movement of a maximal projection to a non-theta-marked position, that is, A-bar movement. Other types of movement are movement to a theta-marked position, (A-movement), for example, the movement of the direct object in passives to the subject position, and “head-to-head,” for example, movement of the finite verb to INFL or COMP. It has been assumed that these different types of movement develop differently, with A-movement being last (Borer & Wexler 1989; see Demuth, 1989, for a different point of view), whereas A-bar movement and head-to-head movement seem to be acquired quite early.


8 The issue of the acquisition of movement is partially dependent on a conception of Universal Grammar, which assumes different levels of representation related by an operation, namely move-alpha (Chomsky 1981, 1986). An alternative conception assumes only one level of representation, where move-alpha is a structural relationship between an antecedent and its (coindexed) trace (Koster, 1987). Both points of view have been considered variants of each other (Chomsky, 1981). This may not be so, if Lebeaux (1988) is correct in arguing that acquisition data provide evidence for only the former point of view.

To summarize, we can define three positions with respect to the developing grammar of children: Strong Continuity, Weak Continuity, and Discontinuity. The choice between a Continuity versus Discontinuity analysis is often difficult; moreover, the distinction between learning and maturation that partly distinguishes the two approaches is not completely clear-cut (see Stevenson, this volume). Many researchers have adopted Weak Continuity as a framework for formulating hypotheses and evaluating child language data because it seems a sensible compromise between the view that children's developing grammars always conform to the rules of the language they are exposed to and the Discontinuity view that does not put any linguistic constraints on the early grammars of the child, thus predicting more serious deviations from the target in early grammars than can actually be observed. How to account for developmental sequences without necessarily assuming maturation is the topic of the next section. Regardless of how successful any account of transitions in the child's grammar is, the recent work in linguistic theory on parametric variation based on the comparative study of languages provides new possibilities for evaluating conflicting developmental claims that result from continuity and discontinuity views of language acquisition.


III.ii The Conditions for Successful Learning

There are two main factors to consider in thinking about change in children's grammar: the nature of the input and the nature of the mechanism that works on the input. A basic premise of almost all work on language acquisition in a generative framework is that learning must progress without the aid of overt correction—that is, the learner will not receive “negative evidence,” in the form of adult feedback telling the child that his or her utterances do not conform with those of the adult grammar (Brown & Hanlon, 1970). Whatever mechanisms account for the development of grammars over time must be powerful enough to accommodate learning without explicit feedback. Here we will first mention two nonmaturational sources of change: triggering by the input and learning principles.

A long-standing idea with respect to grammar development is that change in the grammar may be “triggered” by properties of the input, that is, the speech the child hears.9 That is, if the child, by virtue of knowledge of Universal Grammar, knows certain facts about the way human languages are constructed, then his or her realization that the grammar he or she is learning has some property or other may trigger knowledge of a range of other rules whose effects may or may not be directly represented in the input. This type of deductive learning has been quite extensively discussed with respect to null-subject phenomena. Whether or not a language has null subjects, that is, sentences without an overt (lexical) subject, has been linked to a number of grammatical properties (see Jaeggli & Safir, 1989a; Rouveret & Sauzet, 1989). In Romance languages, these include the absence of expletive subjects, the presence of postverbal subjects, subject extraction from complements with an overt complementizer (cf. example (3) earlier; Rizzi, 1982) and clitic climbing (Kayne, 1989). Such properties can potentially be used by the learner to settle on a grammar that permits null subjects, or, alternatively, the existence of null subjects can be used by the learner to predict other less accessible facts (such as the grammaticality of the equivalent of 1). Whether these potential triggers are in fact used by the child is an empirical question. Apparently simple input data do not always lead the child to a predicted developmental step. This “triggering problem” has been one of the main reasons for proposing a maturational account for developmental changes. Under such an account, potential triggering data are ignored by the child because the corresponding grammatical structures cannot be generated in the child's grammar. The potential triggering data will become available only after the biological development of the linguistic principles necessary for its use (Borer & Wexler, 1987).


9 See Lightfoot (1989), together with the peer commentaries, for an extensive discussion of the “triggering problem.”

French provides an example of such a triggering paradox, since in that language children continue to use subjectless sentences even after they have already analyzed tense, agreement, expletives, and have found out that French (unlike Italian), is not a clitic climbing language. Any one of these phenomena should have indicated to the child that French is not a null-subject language (Weissenborn, this volume).

Maturation is one answer to the problem of timing in development. A crucial question is whether it is maturation of linguistic capacities (Felix, 1987, this volume; Borer & Wexler 1987) or of nonlinguistic capacities such as short-term memory or computational ability (e.g., Crain & Fodor, 1989) that is involved. Although on an individual level, biological programs can be affected by the environment, systematic cross-linguistic variations in rate of development constitute a potential problem for maturational accounts. Whether a viable nonmaturational alternative can be formulated, one based on the interaction of linguistic input, Universal Grammar, and learning mechanisms, is a question that needs further investigation.10


10 In the context of this discussion, Slobin's (1967, 1985) idea of using children acquiring different languages as subjects in a natural experiment on language development has lost nothing of its interest. Cross-linguistic studies are a test case for developmental predictions of different kinds. They can help, inter alia, to evaluate maturational claims, claims about the default setting of specific parameters, or about the effect of language-specific input data on the developmental schedule. Thus, with respect to the latter point, certain elements, such as clitic pronouns or negation, may indicate to the child in a particular language that certain syntactical positions have to be assumed or that certain elements have been moved (Lebeaux 1988; Roeper 1972; Weissenborn 1988, Weissenborn & Verrips 1989). This may lead to differences with respect to the moment at which certain operations, such as chain-formation and its corresponding restrictions, become available to the child.

The concept of a trigger is a grammar-internal method of accounting for development. The learner uses knowledge of Universal Grammar together with the input to project hypotheses concerning rules for which he or she may have had no direct evidence. Other sources of explanation for real or projected stages of development have been principles that do not directly follow from the structure of Universal Grammar. An example of such a principle is the Subset Principle (Berwick, 1985; for discussion, see, for example, Crain & Fodor, 1987; Bowerman, 1987, 1988; Kapur, Lust, Harbert, & Martohardjono, 1989; Goodluck, 1991).11 The basic idea behind the Subset Principle is that the learner will project the grammar that produces the smallest possible output language (smallest set of grammatical sentences) compatible with the sentence forms he or she hears. Essentially, the child is hypothesized to be a conservative learner, avoiding rash postulation of rules. Whether or not there is a conflict between the sort of grammar formation process envisaged under the Subset Principle and that envisaged under the concept of grammatical triggers is a complex issue. Basically, a conflict will arise only to the extent that principles of Universal Grammar allow ambiguous projection of rules from data. The main point here is that one way to account for and predict stages in development is to build a model of the learner in which rule projection is done conservatively; the Subset Principle ensures a conservative learner.


11 Other such principles are the Uniqueness Principle (Wexler, 1981), the Principle of Contrast (Clark 1987), and the Unique External Argument Principle (Borer & Wexler 1988).


III.iii The Implementation of Change

Triggered change, that is, change originating from an interaction between the child's innate knowledge of grammar and the input, and principle-guided learning, that is, the choice between a number of possible analyses compatible with the data, are conceptually simple notions whose actual implementation may be quite intricate. Two related factors seem to us particularly pertinent in accounting for the complexity in learners’ paths of development: item-to-rule mapping and input ambiguity. Item-to-rule mapping refers to the process of deducing a general rule system from particular items, which may be sentences, sentence fragments or individual words. With respect to item-to-rule mapping, one question that has been prominent in the recent literature is: To what degree can the acquisition of grammar and the explanation of stages be reduced to “lexical learning,” that is, the learning of which phonetic forms map into pre-existing categories in the system provided by Universal Grammar?

The idea of reducing development to lexical learning is particularly appealing, in view of the current interest locating all or most parametric variation in the lexicon (Borer, 1984; Chomsky, 1986b; Clahsen, this volume; Lebeaux, 1988) and has been argued to have some support in the acquisition literature. For example, Jakubowicz (1989) suggests that difficulties children have with the principles of the binding theory may be related to difficulties they have in figuring out which pro-forms have to be categorized as anaphors (reflexives or reciprocals) and which must be categorized as pronouns (see also Solan, 1987). However, there do exist cases of error in children's grammar that have no obvious locus in individual lexical items, for example, children's errors with long-distance wh-movement (Roeper & de Villiers, this volume) or with some control structures (Goodluck & Behne, this volume); such cases place a limit on the potential of lexical learning to explain development (Jones, this volume).

A second, more particular, mapping question that has received considerable attention is: What causes a child to postulate incorrect subcategorization frames for particular lexical items? (as when a child says “She said me the answer”; see Bowerman, 1982, for many examples). And how are such forms eliminated? Whatever the source of the overgeneralizations, several types of solutions have been offered for their elimination, ranging from the exploitation of semantic and morphological subregularity (Mazurkewich & White, 1984; Pinker, 1989), to the use of principles and/or new input to revise the grammar, (Randall, 1985, this volume; Pustejovsky, this volume), to atrophy arising from computational devices that are partly independent of the grammar itself (Goodluck, 1991).

That errors exist at all, and may do so at the level of both lexically restricted and lexically unrestricted phenomena, is not surprising, given that the language-learning child in quite a number of cases receives ambiguous input. Universal Grammar provides a system of sufficient intricacy that the learning mechanism must be able to deal successfully with input in which there is more than one possible analysis for a given input string. For example, in some dialects of English the word what (a question word/relative pronoun in the standard language) acts like a complementizer in relative structures (Radford, 1988b, pp. 522–523) and in that dialect, relative clauses do not exhibit a property characteristic of movement constructions. Thus the learner faced with mastering such a dialect must deal with two related ambiguities: He or she must decide whether a particular lexical item, surely familiar from simple questions such as “What is he eating?”, is acting as a moved constituent, that is, a relative pronoun, or as a complementizer, and he or she must decide whether or not relative clauses are formed by a particular operation (movement). There are other examples of ambiguous input: the occurrence of null subjects of otherwise non-null-subject languages such as English, French, or German; the simultaneous existence of moved and in situ wh-phrases in French. Data of this type constitute a potential problem for a parameter-setting account, since they prevent the learner from deciding on a definite setting of the parameter (Valian, 1989, 1990). This ambiguity has led to the assumption by some researchers that for every parameter there must be unambiguous evidence (Roeper & Weissenborn, 1990; Weissenborn, this volume).

To sum up, the ambiguity of the input suggests that the learner needs an efficient data-sorting device if he or she is to use either principles of Universal Grammar or learning principles effectively. One component of such a device we assume to be a processing mechanism similar or identical in form and organization to the adult language-processing device. Indeed, the fact that input is filtered through the learner's sentence-processing mechanism, which may operate in accord with principles, constraints, and biases that are not part of the grammar per se, is another potential source of explanation for developmental stages (Stevenson, this volume; Good-luck, 1991). This type of explanation has been applied, for example, in the case of errors children make in applying the Binding Theory (Goodluck, 1990).


IV Summary: Continuity Vs. Discontinuity

In the preceding sections we have mentioned several ways in which developmental stages may be explained without recourse to maturation: The sentences the child hears, together with knowledge of Universal Grammar and/or learning principles, may trigger new rules or cause the revision of old ones; rules may atrophy; the limited capacity of the immature processing device may produce developmental stages that are only a partial reflection of the nature of the child's grammar. The central question from the grammatical point of view is that of triggering based on input data versus maturation as a cause of change, and for none of the examples we have considered is that issue settled. Beyond the continuity question lies the issue of whether we can provide an account of acquisition stages that links development to the structure of the grammar in a coherent way. One recent analysis that provides such a link is that of Lebeaux (1988), who suggests that stages in development correspond to different levels of representation, starting at the level of lexical structure and subsequently projecting onto the levels of D-structure and S-structure. Children's errors in various modules of grammar are accounted for in terms of the inaccessibility of the levels crucial to the application of the modules. Although it is an important point of fact whether the relevant levels are completely absent from the child's linguistic abilities (i.e., they must mature) or whether they are only temporarily inaccessible (by virtue of, for example, processing difficulty), what seems to us especially interesting is the model's ability to make predictions about what a child should and should not have difficulty with an a certain stage.


V Summaries Of The Papers

In his chapter, “Language Acquisition as a Maturational Process,” Felix addresses the question of how principles of Universal Grammar interact with the child's linguistic experience in shaping and controlling the various aspects of the developmental process. Felix distinguishes two main hypotheses of how this interaction is conceived, “perceptionism” and “maturationism.” Perceptionism that is identical to the continuity hypothesis holds that principles of UG are active from the beginning of language acquisition and that the structures that children produce will never violate principles of UG. Developmental changes are essentially data-driven, that is, the result of the child's changing perception of the linguistic input and/or of increasing lexical knowledge. Felix argues that such a view of language acquisition is deficient in a number of ways. First, he argues that child grammars, do, in fact, generate structures that violate principles of UG in different domains, for example, X-bar theory, Theta-theory, Case theory, and Binding theory. In addition, data from the development of negation and interrogation are presented as evidence that children produce structures that are not permissible in adult languages. Second, Felix argues that neither perception nor lexical knowledge can explain how the child finds out at each stage-transition period that the current grammar is incorrect. As an alternative to these theories, Felix suggests that the stage-transition problem can be resolved by assuming that the principles of Universal Grammar are subject to biological maturation, that is, these principles emerge successively in a specific order that is determined by a maturational schedule. That is, maturation tells the child what to do at what time and which input data to attend to at which developmental stage. Under this view, Universal Grammar is seen not only as a constraint on the class of possible languages, but at the same time as a constraint on the class of possible developments.

In his chapter on learnability theory, Clahsen argues for a continuity view of language acquisition and against a maturational theory. He first discusses a number of theoretical arguments in favor of the continuity hypothesis. Second, he presents alternative accounts for maturational schedules that have been proposed for UG principles from different areas, for example, X-bar theory, move alpha, the Theta criterion, and syntactic chains. The specific developmental domains that are discussed concern (a) the development of verb placement in German, (b) the omission of obligatory elements in children's speech, and (c) the development of passives. For (a) and (c) Clahsen proposes an explanation based on lexical learning, whereas for (b) the possible interaction of pragmatic, processing, and grammatical factors is discussed.

In her commentary on Felix and Clahsen, Stevenson points out that the continuity view and the maturational view do not exhaust the possibilities for explaining the developmental problem. It may well be the case that both maturation and lexical learning are involved simultaneously. Discussing examples from the development of Binding theory, Stevenson argues that children's performance should not be taken as the direct reflection of their linguistic knowledge. That is, children's knowledge of principles of grammar may not be visible in their linguistic behavior, due to discourse-level factors and the fact that the integration of linguistic and nonlinguistic processing is limited. Stevenson proposes that, as an alternative to maturation, developmental changes in the processing system may explain the child's changing sensitivity to the input over time that in turn would account for the developmental problem.

The logic underlying parameter theory is the topic of the chapter, “The Catapult Hypothesis,” by Randall. She argues that the same logic that allows learners to retreat from early “parametric” errors (those that result from an incorrectly or not yet set parameter) also applies to errors in the domain of the lexicon. This view challenges the classic assumption that the lexicon is the repository of wild and crazy facts about words. She claims that lexical items are related by systematic principles, the result being that theories proposed for learning the lexicon need not be so very different from those proposed for learning the syntax. Randall's Catapult Hypothesis claims that there is a set of lexical principles of the form “If A then not B.” These allow learners hearing primary data, A, to use the grammar to deduce “not B.” The model alleviates a need for negative evidence and, along the way, solves a number of long-standing learnability puzzles. The focus is on two principles of X-bar theory—The Order Principle and the Attachment Principle—which limit how lexical argument structures can be syntactically realized. Randall shows how these principles, together with primary data, can trigger learners to retreat from their overgenerahzations of several nonalternating verb classes to alternating classes. Fill and spill-class verbs are typically overgeneralized to the alternating spray/load class; deliver- class to the double object give-class; and for-benefactive and -goal phrases to the alternating for-dative class. A section of the article is devoted to contrasting the Catapult theory to “criteria-based” theories of how the lexicon is learned (Pinker; Mazurkewich & White) and then, to discussing it in the context of the Syntactic Bootstrapping view (Gleitman and collaborators) whose basic assumption it shares, namely, that invisible verb semantics can be learned from the observation of verbs in syntactic structures, because of the mediating principles that link them, which learners know.

In his commentary on Randall's Catapult hypothesis, Pustejovsky finds the proposal attractive in that it abandons specific mechanisms for retreating from overgenerahzations in favor of basic principles of X-bar theory, needed in any case. But he argues that it is necessary (a) to examine how the principles are instantiated in the child's grammar and (b) to see how the relevant data are recognized with respect to the principles. He argues that we can interpret these principles of grammar as consistent with other (perhaps independent) mechanisms that permit overgenerahzations at one point, followed by a retreat from these forms at a later stage, and attempts to show that, in making this particular step explicit, we come close to what is essentially one argument put forward by Pinker (1989). Following this view, Randall's theory of principles is strongly consistent with the idea that discriminants become available in the child's data set, such that when the forms are implicitly expunged from the lexicon, overgeneralization is reduced. This can be viewed as a result of recompiling the rules and running them over the data again. Opting for this interpretation of Randall's “principles theory,” Pustejovsky thus links it to Pinker's proposal. Catapults can then be seen as instances of inferential reasoning over positive data. What Pustejovsky finds important about Randall's chapter is that it forces us to consider the general mechanisms operative in the grammar, and to realize that any independent criterion for discrimination between lexical forms must be consistent with global principles in the grammar in order for it to be learnable.

In their chapter, “Development in Control and Extraction,” Goodluck and Behne report an experiment on the acquisition of control and operator movement. They find children 4–6 years old have an adult-like rule for the interpretation of the PRO subject of purpose clauses, such as that in “John chooses Bill to sing.” In the case of temporal adjuncts, such as that in “John hits Bill before singing,” children's performance is not adult-like. Goodluck and Behne assume that temporal adjuncts are obligatorily controlled by the main clause subject in the adult grammar; they argue that the varied patterns of performance with this construction in their own and other studies indicate that temporals are nonobligatory control constructions for young children. The pattern of performance on sentences with active versus passive main clauses on Goodluck and Behne's experiment argues that, at least in their experiment, children use a strategy based on thematic structure (the controller is agent) to interpret temporal adjuncts. Goodluck and Behne also tested children's interpretation of purpose clauses with object gaps (“John chooses Bill to sing to”), and whether there is overgeneralization of the possibility of an object gap to temporal clauses. They assume an analysis of the adult grammar in which object gaps in purpose clauses result from covert wh-movement (operator movement), and propose that the absence of an object gap in temporals in the adult grammar follows from the combination of attachment of temporals to the S (as opposed to VP) node, the adult control rule for temporals, and a general c-command restriction on coindexation of an operator (the operator must be coindexed by a c-commanding NP). The results of their test suggest children obey the block on object gaps in temporals, but are not strong, since the presence of an object gap was largely not recognized, even in purpose clauses. Goodluck and Behne discuss their results in the context of a general picture of development whereby details of syntactic configurations for various complement and adjunct types are known to children early on and development is a matter of acquiring the rules that apply to those structures, a process that is constrained by principles of universal grammar.

In his commentary on Goodluck and Behne, Jones develops an analysis of the theory and the acquisition data that differs from that of Goodluck and Behne in several ways. First, temporal adjuncts are assumed to be nonobligatory control constructions in the adult grammar, with the child and adult grammars differing by the fact, that the latter uses a set of interpretive strategies for nonobligatory control that are not used by children. The nonobligatory control analysis of temporals is tied to a structural analysis of temporals in which the adjunct clause is outside the strict c-command domain of the subject of the main clause. Second, Jones proposes that, contrary to the assumption of Goodluck and Behne, there is a period in which the point of structural attachment for adjuncts and certain complements is not fixed; temporals may be reanalyzed from conjunct status to VP-complement/adjunct status. Jones supports his analysis by pointing to parallelism between the interpretation of PRO by children and strategies for pronoun interpretation, taking the latter to be characteristically applicable to conjunction structures. In the final part of his commentary, Jones discusses ways in which facts concerning the development of control structures may limit the power of acquisition theories that focus on lexical properties as the prime movers in development.

Taken together, the chapters by Goodluck and Behne, and Jones, provide a good example of the way in which differences in detail concerning the analysis of constructions in the adult grammar can lead to substantial differences in our conception of the processes involved in the acquisition of those constructions.

In their chapter, Roeper and de Villiers show how triggers cross modules, and UG interacts with particular grammars in acquiring complex structures for which there is little input. They examine how children learn a particular contrast, the difference between noun phrases and small clauses: (a) “how did she see him riding?” (how-ride = backwards); (b) “how did she see his riding?” (how-see (only) = with telescope). Until children learn that the higher verb gives case to the lower verb, they allow only upper clause extraction of “how” (while adults go equally in both directions). This view is supported by naturalistic data: Children will say “help my dress up” and “my dress up” but not *”help my.” This indicates that when children are allowing “my” to substitute for “I,” they are not getting case-assignment from the verb. The case-assignment involved is a form of “exceptional case-marking” and therefore emerges, predictably, later. In contexts where there is a full complementizer phrase, the children will allow long-distance extraction much earlier: “When did he say that he hurt himself.” This shows how UG, as a collection of particular modules, poses particular problems for acquisition. The result is that the parametric decisions must occur in a certain order.

Radford's commentary on Roeper and de Villiers focuses on two ways in which they claim that the child's case system differs from the adult's: (1) the case rule that assigns objective case to the subject of nonfinite complements is a structural one; and (2) (objective) case-marking obeys an exceptionless strict locality condition. He objects to (1) because he sees it as violating the UG principle, which assigns case under directional government, and he doubts that, as in (2), children first expect government to be an intrinsically local relation when in the adult system it is not. Radford develops an alternative account aimed at avoiding “developmental discontinuity” and bolsters it with data from his naturalistic corpus of children of 2 years and up. Assuming that 2-year-olds’ nonfinite sentences are “covertly” inflected (Aldridge, 1990) he suggests that they use the same government-based, case-marking principle in nonfinite structures as in finite. His explanation of children's apparent obedience to a locality condition is based on the Minimality Condition, which holds in child grammar as well. As for Roeper and de Villiers's finding that preschoolers resist adjunct extraction from gerund complements (which his account does not explain), Radford wonders if these structures are within their competence, and suggests examining adjunct extraction elsewhere.

In her chapter, Hyams provides a parameter setting analysis of the null subject phenomenon in early child language which departs in crucial respects from her previous analysis, in particular, that of Hyams (1986). She bases her new analysis on the theory of morphological development proposed in Hyams (1989), and on the notion of “morphological uniformity” proposed in Jaeggli and Safir (1989a). Morphologically uniform languages have null subjects if the additional conditions on the identification of empty categories are fulfilled, whereas morphologically mixed languages do not. Hyams assumes that morphologically mixed languages, such as French or English, are initially analyzed as morphologically uniform by their learners thus allowing for null subjects. Thematic null subjects in early German as opposed to adult German are made possible through differences in the possibilities of identification. The change from a null-subject grammar to a nonnull-subject grammar in the case of languages such as French and English takes place when the mixed inflectional system of the verbs in these languages is acquired, “telling” the child that null subjects are not licensed. Null subjects in German are abandoned when after the development of verb-second the condition on identification is no longer fulfilled. The fact that the child initially adopts morphological uniformity follows from the subset principle. Hyams proposes that the identification of null subjects in early French and English is realized through a topic as they are in languages that uniformly lack morphology (Huang, 1984). The existence of an asymmetry in the use of null subjects and null objects, even in languages that have null objects is explained by the absence of variables in the child's grammar. An account of the development of subjects along these lines is extended to ASL. Finally Hyams rejects Mazuka et al.'s claims that the use of null subjects in English is the result of the interaction of performance constraints and a language's principal branching direction.

In his contribution, Weissenborn discusses a number of problems that result from a pro-drop account of missing subjects in early child language. As shown by much recent work on the null subject parameter in linguistic theory, most languages are not simply [+/− null subject] but they display rather varying patterns of obligatory and optional thematic and expletive subjects. This creates a learnability problem: How does the child determine the value of the null-subject parameter for his or her language if the input presents ambiguous evidence? Based on data from French and German, Weissenborn shows that views that rely primarily on the development of the INFL-component and its related properties (e.g., tense, agreement, case assignment) for the (re)setting of the null-subject parameter do not make the right predictions. He then proposes a solution that, while retaining the necessity for unambiguous primary data as a prerequisite to parameter setting, assumes that it is through parameter interaction that the triggering data for the setting of the null-subject parameter become available to the child.

In her commentary on Hyams and Weissenborn, Lillo-Martin points out certain problems with the assumptions made in these contributions concerning the licensing and identification of null subjects. Following Huang (1984) she suggests that, given the clustering of certain properties of “discourse-oriented” languages (i.e., languages that allow topic binding of arguments), it may be more economical to maintain “Discourse-oriented” versus “Sentence-oriented” as a parameter separate from the “Morphological Uniformity” parameter. This would make the child's reanalysis of English as a nonnull subject language independent of the acquisition of verbal inflection. Lillo-Martin presents arguments against the assumption, also made in Weissenborn's chapter, that thematic null subjects in languages such as English or French are identified by topic binding. On the basis of the analysis of null subjects in ASL as well as in other morphologically rich languages, she comes to the conclusion that the identification requirements on null subjects in each language need to be learned.
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