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“Research on the far right is still rare, and the far right has even more rarely been addressed as a social movement. This engaging and important book, with its systematic analysis of identities, discourses and affects represents a valuable exception and great contribution to this scholarship. This volume not only provides a superb analysis (and analytically sounded) of Stormfront and the use of social media, but also offers insights to the current far-right politics landscape and dynamics overall, much deeper than could any electoral result”.

Manuela Caiani, Associate Professor, Political Science at the Scuola Normale Superiore

“This ambitious and pioneering book casts new light on the process of radicalization online. Weaving together insights derived from digital ethnography, social network analysis, and natural language processing, Intimate Communities of Hate reveals how shared emotions and collective identity power the Stormfront extremist community in the United States. Essential reading for those who are interested in studying extremism, or how to combine cutting-edge qualitative and quantitative techniques to do so”.

Chris Bail, Professor of Sociology, Political Science, and Public Policy at Duke University

“From two of the top experts on far-right extremism, Intimate Communities of Hate: Why Social Media Fuels Far-Right Extremism represents a truly innovative and breakthrough work of research. Its contribution lies in what is the most long-term and detailed analysis of far-right online communities coupled with a cutting-edge and much needed call to reconsider how we think about and explain what has become known as ‘online radicalization’. Intimate Communities of Hate raises the bar for the entire field of extremism and terrorism research showing how an extensive empirical investigation of a single case study can be conducted in a way that employs sophisticated analytic procedures and provides thought provoking and policy relevant theoretical insights. Without a doubt, this is a must read!”

Pete Simi, Associate Professor, Department of Sociology at Chapman University




Intimate Communities of Hate

Social media has fundamentally transformed political life, driving a surge in far-right extremism. In recent years, radical anti-democratic ideologies have entered into the political mainstream, fueled by energy from extreme online environments. But why do far-right extremist movements seem to thrive so well on social media platforms? What takes place within the fringe online spaces that seem to function as incubators for violent extremists? To answer these questions, this book goes inside the “murder capital of the racist Internet”, examining 20 years of conversations on Stormfront.org. Using a combination of computational text analysis and close reading, we seek a deeper understanding of the emotional and social effects of being part of an extremist community. We lay the foundation of a new way of understanding online extremism, building on the tradition of Émile Durkheim and Randall Collins. We find that online radicalization is not merely an effect of repeated one-sided arguments, as suggested by metaphors such as “echo chambers”. Instead, social media politics can be better understood through Durkheim’s concept of rituals: moments of shared attention and emotion that create emotional energy and a sense of intersubjectivity, weaving from participants a political tribe – united, energized, and poised to act.

Anton Törnberg is an Associate Professor of Sociology at the University of Gothenburg, Sweden. His primary research interests center on online far-right movements, with a special emphasis on online radicalization processes. He is currently doing research on the links between right-wing violence and social media, as well as the spread of conspiracy theories and climate denialism.

Petter Törnberg is an Assistant Professor in Computational Social Science at the University of Amsterdam and an Associate Professor in Complex Systems at Chalmers University of Technology. His research focuses on the intersection between AI, social media, and politics, using computational methods to examine online polarization and radicalization.



Routledge Studies in Political Sociology

This series presents the latest research in political sociology. It welcomes both theoretical and empirical studies that pay close attention to the dynamics of power, popular protest, and social movements, as well as work that engages in debates surrounding globalization, democracy, and political economy.

Titles in this series

Technocratic Politics:

Beyond Democratic Society?

Francesco Antonelli

Tracing Cultural Change in Turkey’s Experience of Democratization:

Unexpected Dialogues on Intolerance

Metin Koca

European Lobbying:

An Occupational Field between Professionalism and Activism

Christian Lahusen

Social Movements and Everyday Acts of Resistance:

Solidarity in a Changing World

Edited by Stamatis Poulakidakos, Anastasia Veneti, and Maria Rovisco

Understanding Individual Commitment to Collective Action:

Theoretical and Methodological Approaches

Carlos Andrés Ramírez

Intimate Communities of Hate:

Why Social Media Fuels Far-Right Extremism

Anton Törnberg and Petter Törnberg





Intimate Communities of HateWhy Social Media Fuels Far-Right Extremism

Anton Törnberg and Petter Törnberg

[image: Logo: Published by Routledge, Taylor and Francis Group, London and New York.]





First published 2024

by Routledge

4 Park Square, Milton Park, Abingdon, Oxon OX14 4RN

and by Routledge

605 Third Avenue, New York, NY 10158

Routledge is an imprint of the Taylor & Francis Group, an informa business

© 2024 Anton Törnberg and Petter Törnberg

The right of Anton Törnberg and Petter Törnberg to be identified as authors of this work has been asserted in accordance with sections 77 and 78 of the Copyright, Designs and Patents Act 1988.

All rights reserved. No part of this book may be reprinted or reproduced or utilised in any form or by any electronic, mechanical, or other means, now known or hereafter invented, including photocopying and recording, or in any information storage or retrieval system, without permission in writing from the publishers.

Trademark notice: Product or corporate names may be trademarks or registered trademarks, and are used only for identification and explanation without intent to infringe.

British Library Cataloguing-in-Publication Data

A catalogue record for this book is available from the British Library

Library of Congress Cataloging-in-Publication Data

Names: Törnberg, Anton, author. | Törnberg, Petter, author.

Title: Intimate communities of hate : why social media fuels far-right extremism / Anton Törnberg and Petter Törnberg.

Description: Abingdon, Oxon ; New York, NY : Routledge, 2024. | Series: Routledge studies in political sociology | Includes bibliographical references and index.

Identifiers: LCCN 2023047480 (print) | LCCN 2023047481 (ebook) | ISBN 9780367622039 (hardback) | ISBN 9780367622008 (paperback) | ISBN 9781003108344 (ebook)

Subjects: LCSH: Social media--Political aspects. | Radicalization. | Right-wing extremists. | Radicalism in mass media.

Classification: LCC HM742 .T67 2024 (print) | LCC HM742 (ebook) | DDC 302.23/1--dc23/eng/20231019

LC record available at https://lccn.loc.gov/2023047480

LC ebook record available at https://lccn.loc.gov/2023047481

ISBN: 978-0-367-62203-9 (hbk)

ISBN: 978-0-367-62200-8 (pbk)

ISBN: 978-1-003-10834-4 (ebk)

DOI: 10.4324/9781003108344

Typeset in Times New Roman

by KnowledgeWorks Global Ltd.




To juju, lolo, Cleo and Jack.




Contents


	Prologue


	Introduction


	1 Situating Stormfront in Social Media Debates


	2 A More Social Theory of Online Politics


	3 Methodology, Data, and Ethics


	4 Introducing Stormfront


	5 Identity: Becoming a Community


	6 Discourse: Constructing a Worldview


	7 Affect: Building Emotional Energy


	8 Stormfront and the Rise of the Far Right


	Epilogue


	Index






	Cover Page

	Endorsements Page

	Half-Title Page

	Series Page

	Title Page

	Copyright Page

	Dedication Page

	Contents

	Prologue

	Introduction

	1 Situating Stormfront in Social Media Debates

	2 A More Social Theory of Online Politics

	3 Methodology, Data, and Ethics

	4 Introducing Stormfront

	5 Identity: Becoming a Community

	6 Discourse: Constructing a Worldview

	7 Affect: Building Emotional Energy

	8 Stormfront and the Rise of the Far Right

	Epilogue

	Index





Figures


	Figure 2.1 This figure adapts Collins’ (2004) illustration, which summarizes his theoretical framework. It is modified here to describe online communities, demonstrating how discourse and language symbols fulfill the symbolic functions that Collins outlines.

	Figure 3.1 This figure illustrates the methodological framework taken in this book, what is here referred to as an interpretative computational methodology. This framework consists of three analytical steps that combine automated inductive analysis for exploring large amounts of texts with qualitative methods for in-depth analysis.

	Figure 4.1 This figure illustrated distinguished outgroups on Stormfront over time. It shows that Jews and Blacks remain the primary outgroups throughout the period, followed by Muslims. The figure was constructed by calculating the relative frequency of words relating to each outgroup over time.

	Figure 4.2 When registering, members have the option to list their occupation. This pie chart illustrates occupation categories that were manually constructed, based on the International Standard Classification of Occupations structure.

	Figure 4.3 Social network analysis of the most influential members on Stormfront in terms of relationships. Node size is based on the number of mutual friendships.

	Figure 5.1 This figure displays the cosine distance between members’ posts, in posting order, and the overall community language over time. As depicted, new members quickly converge with the forum discourse.

	Figure 5.2 This figure illustrates the cosine distance between members’ posts, in posting order, and the overall community language over time. The numbers indicate the total posts written by users before they leave the forum. For example, ‘3’ denotes users who have written three posts before their departure. The figure reveals that new members quickly align with the forum discourse. Notably, members who leave after a fewer number of posts start with a greater distance from the forum language and tend to diverge further in their final posts before leaving.

	Figure 5.3 The top figure (a) shows the most Log-Likelihood overrepresented words among new members, and the bottom figure (b) among the established members. Unlike traditional word clouds where word size is proportional to frequency, here the size represents the Log-Likelihood overrepresentation of the word. The included words are from the top-5000 list of the most common words in both corpora. The clouds include bigrams, meaning some words are repeated. The corpora contain a total of 5,937,177 tokens.

	Figure 5.4 These graphs (a–f) display the fraction of words in the first, second, third, etc., posts of members who write at least 50 posts. The data is normalized by the fraction of words in the first message to show the relative increase or decrease. An order-3 polynomial linear regression model with a 0.95 confidence interval was used to estimate the data.

	Figure 5.5 These graphs (a–d) illustrate the shift from the terms “black”/“blacks” to community-specific jargon within the forum. As members become more engaged, the frequency of “black”/“blacks” noticeably decreases. Part of this decline is due to a thematic shift in focus toward Jews as the outgroup, reflecting the forum’s strong anti-Semitic tendencies. However, as Table 1 indicates, these terms are also replaced with community-specific terms like “negroes”, “groids”, or “nigs” (it is important to note that the forum prohibits the use of the more common racist N-word).

	Figure 5.6 These figures (a–c) explore the change in words that signal emotional energy, “yeah”, “lol”, and “haha”. These all increase as members engage with the community. Tendency lines approximated by order-3 polynomial linear regression model with 0.95 confidence interval.

	Figure 6.1 This figure shows the number of registered members per month (dotted gray line) alongside the number of members who made their first contribution to the forum each month (solid black line). It also highlights a significant discrepancy: while the total number of registered forum members is around 350,000, only about 100,000 of these have ever posted.

	Figure 6.2 This figure shows the most common emotional terms on the forum for the Election Day and the day after for, (a) Obama 2008, and (b) Trump, 2016. The words in the word clouds were calculated using Log-Likelihood comparisons between the word frequencies, using a list of emotional words. Accordingly, the word clouds illustrate the most distinctive emotional words for each respective time period. These calculations were conducted using the entire Stormfront corpus.

	Figure 6.3 This figure shows a discursive network of frame components in posts within two weeks after Obama’s election in 2008. The nodes represent frame components, and the ties represent overlaps of the frame components within posts.

	Figure 6.4 This figure shows a network of frame components in posts within two weeks after trump’s election in 2016. The subcorpus comprises all posts containing the term “Trump” over a two-week period following the election (n: 2,186 posts).

	Figure 6.5 “The other”. Word embedding analysis of outgroups. This figure shows shifts in outgroups in the community in a 6-month period after each election day. As the graph shows, “Blacks” remains the main outgroup in the community after both elections. “Liberals”, “illegals”, “democrats”, and “lefties” increased somewhat in relevance after Trump, while words related to political institutions (“police”, “government”, and “zog”) decreased after Trump.

	Figure 7.1 The figure shows the number of monthly contributors split by whether the month marked their first contribution or not. The dotted gray line shows the number of old contributors, while the gray line in the bottom shows the number of contributors who is contributing for the first time. The black line shows the fraction of the members contributing during the week that were contributing for the first time. As the graph shows, while there was a surge in the activity of long-term members, the election of Obama in 2008 also resulted in an even larger surge in contributions from members who had not previously posted on the forum, increasing from 15–20% to 30% of the active members in that month.

	Figure 7.2 Collocation network of posts by long-term members on the forum. The figure shows word bigrams that are overrepresented in the corpus.

	Figure 7.3 Collocation network of posts by new members on the forum.

	Figure 7.4 These graphs depict emotional expressions among different user groups. The left vertical line through the box indicates the median, representing the 50th percentile. The right vertical line represents the mean. The box’s left boundary marks the 25th percentile, and the right boundary indicates the 75th percentile. Whiskers extend to cover the full range of variance. (a) Neutral sentiments, (b) positive sentiments, and (c) negative sentiments.





Tables


	Table 5.1 This table illustrates the evolution of word usage with similar meaning as members become more established in the community.
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Prologue

April 1981, New Orleans. Don Black is about to board the ship Mañana. Don is ex-military and has been a Grand Dragon of the Alabama Knights of the Ku Klux Klan. Some years prior, he led robed Klansmen on marches through Birmingham. But now he is on a different mission. Mañana is loaded with a cache of automatic weapons, ten 12-gauge shotguns, dynamite, ammunition, a Nazi flag, bottles of Jack Daniels, and a band of hardened mercenaries. They are headed for the island country of Dominica – most known today as the island where Johnny Depp sailed in the Pirates of the Caribbean. The group is planning to invade the island and stage a military coup to oust its Black-run government and establish a White neo-Nazi state.

But before Mañana can cast off, 34 armed federal agents who have been watching the would-be invaders’ every move through electronic surveillance move in. Don Black is arrested and sentenced to three years in prison for violating the US Neutrality Act, prohibiting private citizens from invading sovereign nations.

While this meant the end for the ragtag band of neo-Nazis’ dreams of Caribbean island rule, the arrest of Don Black became the beginning of something even more consequential. Something with far-reaching and deadly consequences.

In prison, Black decided to take classes in computer programming.

As a former Grand Dragon, Don Black was no newcomer to recruiting and mobilizing, and he quickly saw the potential of emerging information technology such as the Internet. “I’m tired of the Jewish monopoly in media and entertainment, and I’m working an alternative. The Internet offers unprecedented opportunities”, Black said in an interview in the mid-90s. “The Internet offers us the opportunity to recruit people from all over society. People who hold positions of power, who work within the system but are tired of it, and who want to change things”.

Don Black would use his new-found programming skills to create an online forum launched in March 1995. This forum was to grow into one of the most influential far-right websites of the first decades of the Internet – referred to by the Guardian as “the murder capital of the Internet” for its connection to many violent attacks over a decades-long surge of far-right terrorism. Under its tagline WHITE PRIDE WORLD WIDE, it was to epitomize the Internet’s role in a new wave of far-right extremism centered around the use of new digital media technology.

The forum was Stormfront.org. This book will tell the story of Stormfront and what it can teach us about the broader question of how the Internet has transformed far-right movements and extremist radicalization. How do we understand the role of fringe online spaces like Stormfront in relation to extremist movements? How do these spaces affect the political lives of their members? How do they become part of extremist radicalization – as members come to construct a shared worldview, seemingly severed from both reality and society at large? How do these spaces emotionally charge their members to be ready to commit violent acts?

These are the questions that will guide us as we go inside a white power echo chamber.
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Stormfront grew rapidly after its inception. By the early 2000s, the forum was described in an article in USA Today as “the most visited white supremacist site on the net” (McKelvey, 2001). The number of registered members rose from 5,000 in 2002 to 52,566 in 2005. Among these members were prominent white supremacists, such as Thom Robb, the founder of National States Rights Party Ed Fields, and former KKK leader David Duke, who had collaborated with Don Black in organizing the failed invasion of Dominica. In 2005, Stormfront ranked among the top 1% of internet sites in terms of visitors. The community is also distinguished by its remarkable longevity: while the internet went through waves of transformation – the Dot-Net boom of the early 2000, Web 2.0, and the emergence of social media – Stormfront remained a fixed point.

In the period when Stormfront emerged, the internet was viewed with hopeful anticipation. Scholars and the public alike saw the internet as bringing a democratization of public debate (Castells, 2008; Perry, 1996). It removed the gatekeepers – editors and publishers, predominantly well-off white men – who had in previous era had sole discretion over what was deemed publishable (McCombs, Shaw & Weaver, 1997; McQuail, 1987). By allowing anyone to participate in discussions, the internet democratized access to the public sphere, thus shifting the majority from passive consumption to active participation (Jenkins, 2006). Feminist scholars argued that it would foster a color- and gender-blind public sphere by concealing the identity of our interlocutors and enabling a more fluid relationship to our identities (Butler, 2002; Haraway, 1985; Rodino, 1997). The early internet was thus largely associated with progressive movements, emphasizing its potential as a liberating force in an era marked by the end of the Cold War – synonymous with progress in minority rights, a spirit of openness, and a vision of a unified world.

However, the politics of both the internet and the prevalent political climate were on the precipice of a dramatic shift. The growth of Stormfront in the 2000s coincided with the rise of the far right in much of the Western world, seen in the electoral successes of far-right political parties, anti-immigrant rhetoric entering the political mainstream and in nationalist street protests. Among the more gruesome expressions of its ascendance is a dramatic increase in far-right violence and terror attacks. According to the Institute for Economics & Peace’s (2019) Global Terrorism Index, the last few years alone have seen a 320% surge in far-right terrorism in the West – the vast majority carried out by individuals who lack formal affiliation with any organization.

The recent surge in extremism differs from previous waves of right-wing extremism in that it is facilitated, mobilized, and orchestrated through social media. Social media platforms have become valuable tools for far-right movements and activists, providing efficient means of mobilizing (Mundt, Ross & Burnett, 2018), spreading their hateful messages (Castaño-Pulgarín et al., 2021; Farkas, Schou & Neumayer, 2017; Ganesh, 2020), recruiting members (Ekman, 2018), creating networks and coalitions (Caiani, 2018; Caiani, Della Porta & Wagemann, 2012; Veilleux-Lepage & Archambault, 2019), and organizing street protests (Liang & Cross, 2020; Miller & Graves, 2020). However, online spaces not only serve as tools for these movements but have also been shown to transform the very nature of the movements – functioning as a form of sanctuary where members can develop a sense of collective identity and construct counter-narratives to mainstream ideas (Bowman-Grieve, 2009; Jasser et al., 2021; Koster & Houtman, 2008; Perry & Scrivens, 2016; Simi & Futrell, 2006, 2015). Social media has, in this sense, become inextricably intertwined with the process of radicalization.

Emphasizing the role of social media as having become part of the formation and recruitment of extremist communities inherently challenges the conventional understanding of radicalization. Much of the early literature framed radicalization as something that is done to people. These perspectives either focused on individual-centric explanations, such as elusive “terrorist personality” (Sageman, 2004, 2008), or systemic social grievances like economic disparity, inadequate education, or feelings of alienation from society. However, empirical evidence supporting these claims is sparse (Agnew, 2010; Della Porta, 1995). Following McDonald (2018), it may instead be more productive to view radicalization as a relational and processual phenomenon – “something produced by active participants, attempting to make sense of themselves and their world.” (p. 27). As this book will argue, to understand contemporary far-right radicalization, we need to examine how social media offers technological affordances that aid processes of socialization, in which participants gradually adopt the identities, emotions, and interpretations of a far-right community (Marwick, Clancy & Furl, 2022). While social media has transformed society and politics in general, we will argue that it has been particularly transformative of extremist movements – creating altogether new dynamics, pathways, and expressions of radicalization (Binder & Kenyon, 2022; Sageman, 2008; Whittaker, 2022). While historically, radicalization occurred primarily through recruitment into formal organizations, this process has increasingly migrated to the online sphere, with significant implications (Khader, 2016; Koehler, 2014; Valentini, Lorusso & Stephan, 2020).

Firstly, this transformation has implicated a marked shift towards the role of language and discourse in radicalization. In the past, face-to-face encounters, physical gatherings like street protests and white power concerts, and sub-cultural attires like t-shirts and even the color of shoelaces played significant roles in constructing and symbolizing belonging, community, and dedication to extremist communities. In the context of online radicalization, these processes now seem to occur exclusively in the discursive realm: community, belonging, and identities are constructed through meetings in online spaces and symbolized through internal discourses and cultures where memes, jargon, images, and even specific words function as emblems and evidence of group membership. In this regard, radicalization processes now primarily unfold through linguistic processes.

Secondly, digitalization has driven the decentralization of extremist movements, often resulting in a lack of explicit leadership. In conventional formal movements, ideology and framing processes are primarily driven by movement leadership, who defined and diagnosed the problem, provided potential solutions, and suggested courses of action (Benford, 1997; Benford & Snow, 2000). Ideologies and collective action frames were thus typically constructed and disseminated in a top-down process. However, we now see the emergence of a more fragmentary type of extremist organization and radicalization driven by social media users themselves. Conventional frames tended to be relatively consistent and integrated packages, polished to avoid contradictions and strategically designed to garner the support of politicians and to attract sympathizers. In stark contrast, the construction of ideology and movement framing are now fragmented processes by and for movement actors.

As an effect of this intertwinement between social media and extremist communities, far-right extremism has become more unpredictable and, in many ways, more dangerous. Scholars have described the emergence of “stochastic terrorism”, which posits that social media discussions can incite random actors to carry out violent or terrorist acts that are statistically predicable, even though the timing and specific targets of these attacks remain unpredictable (Hamm & Spaaij, 2017; Miller-Idriss, 2022; Tsesis, 2017). Both experimental evidence and observational studies have found that passive and, particularly, active exposure to radical online content increases both support for and involvement in political violence (Hassan et al., 2018; Karell et al., 2023; Müller & Schwarz, 2020a, 2020b; Wolfowicz, Hasisi & Weisburd, 2022).

While organizations enabled the extremist and violent movements of the past, they also provided contextual constraints and relational ties that – for better or worse – disciplined political action and guided participants toward repertoires geared at the strategic pursuit of longer-term goals, such as organization-building or collective manifestations (Raymond, 1999; Shirky, 2008; Weinberger, 2007). As a result, radicalized individuals unaffiliated with formal organizations tend to pose greater risks. Data on far-right attacks in Europe from 1990 to 2021 support this notion, showing that the majority of fatal attacks during this period were carried out by lone actors. In contrast, non-fatal attacks were predominantly executed by autonomous cells, informal groups, organized groups, and affiliated members (Ravndal, 2016, 2018).

While social media has become intertwined with contemporary extremist movements, fundamentally shaping their form and expression, the mechanisms through which social media enable radicalization remain poorly understood. Within media and communication studies, as well as in public discourse, the notion of “echo chambers” has become a dominant explanation for online radicalization (Pariser, 2011; Sunstein, 2002, 2008). This notion suggests that online spaces isolate individuals from opposing viewpoints and that this leads to more extreme opinions. Public sphere theorists have long argued that individuals coming together with diverse ideas and perspectives is central to democracy, as it enables working out disagreements and forming a “public” through rational deliberation. However, when such deliberation takes place in homogeneous spaces where individuals are exposed only to one-sided content, this is instead said to result in extreme political views that potentially prime participants to engage in violent action (McPherson, Smith-Lovin & Cook, 2001; Sunstein, 2007). The accompanying notion of “filter bubbles” suggests that these effects are further reinforced by algorithmic personalization that automatically selects content based on the viewers’ preferences while hiding opposing views and perspectives. Ultimately, this leads to that users may “self-radicalize” by falling into online “rabbit holes” and emerge as “lone-wolf” terrorists.

The echo chamber hypothesis lies as an explicit or implicit foundation of much of the current paradigm of online radicalization and polarization research, shaping not only the methods used but also the view on the nature of phenomena such as social media, radicalization, and politics. This paradigm views political life as chiefly a question of opinions and issue positions, and social media as a space for debate and the exchange of rational arguments. Although the processing taking place inside echo chambers may appear anything but “rational”, this perspective treats radical politics as a property of individuals and political views as stemming from rational understanding and interpretation of information and knowledge presented in arguments. Social media is thus presumed to spur radicalization and polarization by facilitating and accelerating isolation and keeping groups separate from each other.

The result has been a research paradigm seeking to examine the structure of interaction on media platforms, that is, who talks with whom – while largely disregarding the content and meaning of the messages thus exchanged. As a result, the paradigm has drawn extensively on quantitative methods such as Social Network Analysis and measurements such as homophily or clustering as the operationalization of echo chambers, examining the networks constituted by how individuals on social media retweet, mention, or follow one another.

However, the notion of echo chambers as the prime driver behind radicalization and polarization has been questioned by growing empirical evidence. There are two chief problems with the hypothesis.

First, studies show that online radical groups tend to be neither isolated nor homogenous. In fact, substantial empirical evidence demonstrates that although political information often circulates within specific channels and groups, groups also communicate with each other, allowing arguments and worldviews to permeate various environments (Bail, 2022; Bail et al., 2018b; Dubois & Blank, 2018; Jungherr, Rivero & Gayo-Avello, 2020). Studies have shown that internet usage can actually contribute to increased heterogeneity of political discussion networks through inadvertent exposure, originating from the internet’s capacity to facilitate access to political differences, even when the individuals do not actively seek them.

Numerous studies have shown that engaging with oppositional views is, in fact, a core practice among many online far-right groups and individuals. Despite their hostility towards mainstream media in general, these actors heavily rely on links to mainstream news sites and social media platforms such as YouTube and Twitter in their discussions (Haller & Holt, 2019; Törnberg & Nissen, 2022). This serves to substantiate their viewpoints and to highlight perceived hypocrisy or inconsistencies in their political adversaries’ positions (Heft et al., 2021). Consequently, rather than being insulated, closed-off enclaves or echo chambers, where certain opinions and ideas are reinforced in the absence of competing ideas, these groups’ activities are more aptly described as a type of “trench warfare” dynamics in that they often raise opposing arguments and engage with competing views (see also Karlsen et al., 2017; Törnberg & Wahlström, 2018). The discussions, are characterized not by isolation and homogeneity but by significant negative and conflictual interaction across political lines. Many “echoes” within these echo chambers are not core beliefs being restated but rather the sound of opposing viewpoints being critiqued, undermined, and marginalized. Consequently, while fringe online communities certainly do exist, they appear to be defined not so much by isolation – but by active conflict (Keuchenius, Törnberg & Uitermark, 2021). Fringe online spaces, in short, cannot be accurately described as homogenous echo chambers, at least not in the sense of being isolated from alternative viewpoints.

Second, the assumption that isolation leads to radicalization, and interaction across the political divide leads to more moderate and informed views has been questioned by empirical research. Empirical studies on counter-radicalization reveal that strategies based on the idea of “popping the bubble” and increasing interaction between opposing groups can actually fuel conflicts and intensify radicalization and polarization (Bélanger et al., 2020; Lewandowsky et al., 2012). For instance, in a study on Twitter users, Chris Bail and colleagues (2018a) exposed 1,200 users to content from the opposite political spectrum over a one-month period. The results showed that Republicans who were exposed to messages from Democrats expressed markedly more conservative views than before. In fact, the more attention they paid to the content, the stronger the effect. Many participants in the study described the experience of stepping outside their echo chamber as an attack upon their identity. Similar results have been observed in relation to de-radicalization strategies, such as “debunking” or “counter-messaging”, which aim to correct factual inaccuracies. Studies show that attempts to refute or quash rumors, such as the falsehood that vaccines cause autism, may exacerbate fears among those who believe these rumors, making them even more concerned about vaccinating their children (Berinsky, 2017; Nyhan et al., 2014). Overall, being exposed to alternative viewpoints and perspectives does not necessarily contribute to a better competition of ideas but can also lead to a vicious competition of identities, sharpening the contrast between “us” and “them” (Törnberg, 2022).

As a result of such findings, the echo chamber hypothesis is increasingly viewed by researchers as an intellectual cul-de-sac. This prompts a need to reassess our understanding of the inner working of radical political spaces online and the driving forces behind extreme politics. If it is not the echo chamber mechanism of a feedback loop between isolation and diverging opinions that drive polarization and radicalization, then what is? Why do social media – and fringe digital spaces in particular – seem to breed terrorists and fuel opposition and polarization?

This book will seek to challenge not only the notion of echo chambers but also the broader understanding of media and politics within which this concept is situated. We will propose an alternative framework for understanding both politics and social media. While social media has contributed to a decline in formal organizations and their role in political radicalization, it has not resulted in a decline in the social dimensions of radical movements, as implied by the echo chamber narrative. Radical movements on online media, we will argue, operate not chiefly in the realm of rational arguments and opinions but in the realm of emotion and community.

While research within the echo chamber paradigm has focused chiefly on a view from afar, using Social Network Analysis and quantitative measures of the structure of online interaction, we will take the opposite methodological approach: we will focus on the content of the interaction, and take an in-depth view into what takes place in an extremist online community, and how its members are affected by their participation.
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