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Preface

Sensors and cameras are exploited for the analysis and recognition of human ac-
tivity and behavior. In the book Human Activity and Behavior Analysis: Advances
in Computer Vision and Sensors, we have divided across two volumes, 40 won-
derful chapters under five parts, Part 1: Healthcare and Emotion (Chapters 1–7),
Part 2: Mental Health (Chapters 8–14), Part 3: Nurse Care Records (Chapters 15–
26), Part 4: Movement and Sensors (Chapters 27–36), and Part 5: Sports Activity
Analysis (Chapters 37–40). These chapters were developed from the 4 th Interna-
tional Conference on Activity and Behavior Computing (ABC 2022, https://abc-
research.github.io/), held at University of East London, UK. These chapters were
selected after a rigorous review process by related top experts and strict review
rebuttal process. We believe the chapters will enrich the research community in the
field of Activity and Behavior Computing (ABC). We hope that this book will ig-
nite several exciting research directions. We cordially thank all authors, reviewers,
and chairs for their great efforts.

Best regards,
Md Atiqur Rahman Ahad, University of East London, UK

Sozo Inoue, Kyushu Institute of Technology, Japan
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Tahera Hossain, Aoyama Gakuin University, Japan
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C H A P T E R 1

Testing the Applicability of
Virtual Stochastic Sensors in
Human Activity Recognition
Claudia Krull, Pascal Krenckel, and Lauro Fialho Müller

Otto von Guericke University Magdeburg

1.1 INTRODUCTION

Activity recognition has been a hot research topic for some years now. One of its
main applications is ambient assisted living, so that people in need of assistance
might stay in their own environment longer than previously possible. There is a
wide range of sensors of different types and applications being tested in this do-
main, ranging from ambient binary motion sensors and pressure mats to wearable
gyroscopes or sensors monitoring body functions. This is also due to the many
different levels of surveillance tested by the researchers. Where ambient sensors
can usually only detect whether a certain device is in use or area is occupied not
distinguishing residents, wearables can precisely monitor the current status of a
particular person. Consequently, there is also a large variety of methods employed
for activity recognition, such as conditional random fields (CRF), support vector
machines (SVM) or hidden Markov models (HMM). Furthermore, the applications
differ in the type of features used and the offline or online activity recognition [3].

Virtual stochastic sensors (VSS) have been developed for behavior reconstruc-
tion of partially observable stochastic systems and to enable solving backward prob-
lems in the realm of stochastic modeling and simulation [11]. VSS provide different
types of models for discrete and hybrid doubly stochastic systems and the respec-
tive analysis methods to perform behavior reconstruction. The models are based on
the ideas of HMM, but extend these by arbitrary non-Markovian distribution func-
tions for multiple concurrent processes. The reconstruction methods used stem from
state space-based simulation using supplementary variables to extend the discrete
state definition [11,14]. Discretizing the time domain results in a simple algorithmic

https://doi.org/10.1201/9781032636054-2
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analysis method, instead of solving partial differential equations. This enables VSS
to perform system behavior reconstruction for a wide variety of real-world problems.
VSS have for example been applied successfully to load contribution reconstruction
in non-intrusive appliance load monitoring [13], as well as in gesture recognition
with a time component in human–computer interaction [8]. The similarity of VSS
and HMM, as well as the advantages VSS have shown when including the dynamic
time information, make them a good candidate for activity reconstruction from
sensor readings.

This chapter demonstrates the application of VSS in ambient assistent living by
using the publicly available CASAS Aruba 2010 data-set [7] to reconstruct residents
activities based on binary sensor readings. This data-set is taken from a single
resident private home with environmental sensors and contains annotated data.
This first study shows that VSS can compete with existing approaches in activity
recognition and paves the way to more detailed analysis. It is based on the Master
thesis of one of the authors [16].

1.2 RELATED WORK

This section points to some research work in ambient assisted living that is similar
in approach or goal to this paper. Furthermore, some relevant basics for virtual
stochastic sensors (VSS) are presented.

1.2.1 Activity Recognition

Baghezza et al. show the wide range of research topics in activity recognition,
including sensor types, data handling, algorithms, and their performance. First, we
will concentrate on some of these papers that relate to our own research either by
using similar data or similar methods, showing which accuracy VSS have to achieve
to be competitive [3].

Aicha et al. use binary motion sensors and HMM to detect the presence of more
than one occupant in a normally single-resident home achieving an accuracy of
85% [1]. Kasteren et al. use a wide range of sensor readings and compare raw data,
change point and last firing features for activity monitoring using CRF and HMM,
achieving 95% and 91% accuracy, respectively [20]. Samarah et al. use binary sen-
sor data and compare CRF, HMM and Naive Bayes Classifiers (NBC) achieving
accuracies between 71% and 79%. The paper also addresses privacy issues when
monitoring home environments and presents an approach to enhance privacy pro-
tection [18]. Tsai et al. also use a CASAS data-set and pattern learning on per-day
activity distribution as feature, achieving an accuracy of up to 80% for activity
recognition [19].

Some further papers also using CASAS data-sets for activity recognition are
listed below. How their results compare to the ones using VSS will be discussed
in Section 1.4.4. Chen et al. use feature selection on a CASAS data-set and com-
pare the recognition accuracy of Bayesian belief networks (BBN), artificial neural
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networks (ANN), SVN, and an ensemble method, achieving at most 90% accuracy
[5]. Cook trains generalized CRF, HMM and NBC models using 11 CASAS data-sets
and depending on the setup achieves 75% accuracy or when using semi-supervised
learning up to 100% for some data-sets [6]. Fatima et al. achieve a recognition ac-
curacy of over 92% using SVM kernels and an optimization approach [9]. Oukrich
et al. use neural networks with an auto encoder and supervised back-propagation,
achieving 90% accuracy [17]. Aminikhanghahi and Cook test sequential activity
segmentation and can achieve an accuracy of up to 80% in an online segmentation
and recognition setting [2]. Liciotti et al. use LSTM as a deep learning approach to
find a generalized model for different data sets and achieve up to 94% F1 measure
[15]. From these papers, we conclude that our method needs to achieve an accuracy
of at least 80% to be considered competitive.

1.2.2 Virtual Stochastic Sensors

Virtual stochastic sensors (VSS) represent a framework for analyzing partially ob-
servable stochastic systems, including different modeling paradigms and solution
methods. They can solve inverse problems in modeling and simulation, where the
output of a system is known, or observable, and one is looking for the cause of that
observation. VSS can outperform other analysis methods using black box models,
when information about the hidden systems structure is available. The modeling
paradigms stem from non-Markovian stochastic Petri nets and can therefore incor-
porate such information to accurately represent dynamic system behavior and its
relationship with the observable output [11].

The modeling paradigms include hidden non-Markovian models (HnMM) [12]
and conversive HnMM (CHnMM) [4], which use augmented stochastic Petri nets
(ASPN) [4, 11] as user model that can contain multiple concurrent non-Markovian
transitions. ASPN can produce observable output by the firing of transitions or
by being dependent on the discrete system state. The system output is collected
in a protocol with time stamps, since in contrast to HMM, the model is defined
in continuous time and can produce output at arbitrary points in time. A formal
definition of ASPN and HnMM can be found in Ref. [11].

The reconstruction algorithm used for VSS is based on the Proxel method
[10, 14]. Proxels are probability elements that extend the discrete state space of
a system by incorporating age information of the non-Markovian transitions. Each
Proxel is processed to determine the possible follow-up system states in a discrete
time step. This way the reachable state space of the system is explored in dis-
crete time steps, on the fly calculating the probabilities of all reachable states.
This approach avoids having to solve differential equations when including non-
Markovian distributions. However, the method suffers from state space explosion,
when the discrete state space is too large or the time step too small. To manage
state space explosion, Proxels with very low probability are discarded, which intro-
duces an error. Therefore, the time step size and the number of Proxels retained
both present method parameters that can be used to trade off between accuracy
and efficiency [14].
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The Proxel-based analysis method has been modified to use an ASPN output
protocol and follow, in discrete time steps, possible system development paths that
could have produced this protocol. On the fly, the probability of each path is com-
puted. The method results in a list of possible system development paths that could
have produced an observed output protocol, complete with their probabilities. This
result can then be analyzed to reconstruct possible system behavior to have caused
the observed output. Thus VSS enable behavior reconstruction based on observed
system output for a wide range of stochastic systems [11].

The similarity of HMM and HnMM, as well as the successful application of VSS
to non-intrusive appliance load monitoring (NIALM) make them a viable candidate
for activity recognition in the ambient assisted living domain.

1.3 MODELING AND RECONSTRUCTION USING VSS

This section will describe the approach taken in this paper to test VSS for activity
recognition on the CASAS Aruba 2010 data-set.

1.3.1 Data Preparation

The CASAS Aruba 2010 data-set provides annotated data for the daily activities
of a single resident over a period of 220 days. The sensors used include 31 binary
motion sensors, 5 temperature sensors, and 4 binary door sensors. The data-set
contains more than 1.7 million sensor readings, more than 90% from the motion
sensors. In this paper, we focus on the binary sensors, due to their simpler nature,
and thus neglect the temperature sensors, removing 6.7% of the sensor readings.
In order to improve the data quality, we also removed duplicate readings, incor-
rect sensor labels and states, malformed states, and non-alternating binary sensor
readings, removing 200 additional entries.

The activities labeled in the data-set are listed in Table 1.1. The data-set is
highly imbalanced in the distribution of the activities. Due to the low number of
data points, we will leave out the respirate activity. Furthermore, since entering
and leaving home do not correspond to activities that last a significant amount of
time, but rather state changes, we will also neglect them here, resulting in a total
of eight activities.

In the pre-processing phase, the activity labels were used to calculate the cur-
rently ongoing activity over time. As there were no parallel activities in the data-set,
this provides a unique label for each time slice. Furthermore, the individual activ-
ities duration was computed, as well as the time between consecutive activities.
Some activities have interruptions, 60% of these with a duration under 5 minutes
and 78% with less than 10 minute duration. We considered 5 minutes as a viable
threshold to avoid fragmentation and merged consecutive occurrences of the same
activity, when the interruption was below this threshold and did not hold another
activity.
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TABLE 1.1 Labeled Activities and Number of
Occurrences in the CASAS Aruba 2010 Data-Set,
Activities Omitted Later Are Emphasized

Activity Frequency

Relax 2910
Meal preparation 1606
Enter home 431
Leave home 431
Sleeping 401
Eating 257
Work 171
Bed to toilet 157
Wash dishes 65
Housekeeping 33
Respirate 6

1.3.2 Activity Modeling

Using the pre-processed data, the actual model can be constructed. VSS are not
trained as SVN classifiers are, for example, but are constructed and parameterized
using available structural information about the system.

There are two possible approaches for designing the activity models for recon-
struction. First, a single ASPN can be built incorporating all activities, their dura-
tion and the interactions between them. All this can be derived from the available
input data. This option is similar to existing HMM activity recognition approaches
[21] and has the advantage of being able to capture not just individual activity
characteristics but also their interdependencies. A reconstructed path would then
show the sequence of likely activities matching the observation sequence.

The second option is to build one ASPN for each activity, only capturing the
relationship of the sensor readings and the respective activity, neglecting possible
interactions with other activities but enabling a more detailed representation of
individual activities. This approach is similar to the one taken when using VSS for
NIALM [13]. The reconstruction would then yield a likelihood for each activity and
the overall activity sequence would have to be determined in a post-processing step,
comparing the individual values.

In this paper, we have chosen the second option for the following reasons. The
state space-based analysis method used for reconstruction suffers from state space
explosion and can therefore work more efficiently with smaller discrete state spaces.
Secondly, using individual activity models is much more versatile, as activities can
easily be removed or added in the analysis without affecting the other models,
whereas a single model would have to be completely restructured. Using individual
models also prevents over-fitting to a single household setting and can be more
easily automated for future applications.

For the individual models, we have chosen to use a generic ASPN for most
activities, as shown in Figure 1.1a. The sleeping activity was closely tied to the
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(a) (b)

Figure 1.1 Generic activity ASPN (a) and sleeping activity ASPN (b).

bed to toilet activity, so these were merged into one ASPN, shown in Figure 1.1b.
The work and eating activities showed distinctly more complex break behavior,
with weekends and nights being distinct from long and short breaks; therefore,
these were also structured individually. The activity duration distributions were
determined based on the individual duration samples from the pre-processing step.

Augmenting the ASPN with the symbol emission probabilities results in a model
structure, where each state representing an activity or break is associated with the
individual sensor output probabilities, as seen in Figure 1.2. The output probabili-
ties were estimated using the assumption of the sensors being mutually independent
and then determining the probability that a specific sensor was activated during a
specific activity.

A fully specified ASPN of the sleeping activity from one instance in the cross-
validation process is described below, for the notation details please refer to [11,16].
The output probabilities were omitted for reasons of brevity.

S : {s1 = Sleeping, s2 = Bed to toilet, s3 = Awake}
V : {v1, v2, . . . , vm}

TR : {TR1,TR2,TR3}
TR1 : (∼ Normal(252.47, 137.71), false)

TR2 : (∼ StudT(4.26), false)

TR3 : (∼ StudT(72204.24), false)

A :

 a11 a12 a13
a21 a22 a23
a31 a32 a33

 =

 ∅ {TR1} {TR1}
{TR2} ∅ ∅
{TR3} ∅ ∅


B : {b11, b12, . . . b1m, b21, . . . b3m}
Π : (1, 0, 0)
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Figure 1.2 Generic activity ASPN with sensor output probabilities.

1.3.3 Reconstruction Approach

Using the now fully specified ASPN of the activities, we can adapt the existing re-
construction approach for VSS. The path reconstruction for each individual model
can be done using the generic approach described in Ref. [11]. The system is ini-
tialized in one state, and the algorithm explores the possible system developments
in discrete time steps, simultaneously keeping track of the probability of a specific
development and whether the development matches the observed sequence. The
time step is a crucial parameter in the solution method and determines both the
accuracy and the efficiency, where a good compromise has to be found between
these. In Section 1.4.2.1 we present an experiment testing which time step value
represents a good trade-off for activity recognition in the given example.

The reconstruction results of the individual models contain, for each time slice
of the observation sequence, the respective probabilities of the individual activities.
As a post-processing step, a simple decision engine is used, that picks the most likely
current activity from the reconstruction results for each time slice. An example is
shown in Figure 1.3. This results in every time slice being tagged with one distinct
activity.

Since some of the reconstructed probabilities are very low, a reasonable choice
would also be to tag a time slice as None, when all activities are below a certain
probability threshold (see Figure 1.4). The experiment in Section 1.4.2.3 shows how
such a threshold affects the recognition accuracy.
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Figure 1.3 Decision engine logic example.

Figure 1.4 Decision engine logic example with cutoff probability.

1.4 EXPERIMENTS

To evaluate the applicability of virtual stochastic sensors (VSS) to human activity
recognition (HAR), we conducted three different experiments which vary different
parameters of the solution method. The computer system used was a MacBook
Pro 2019 (Intel i7-9750H, 16GB DDR4-2666). The following list motivates each
experiment.

• Experiment 1: Time steps size: The computational complexity of the Proxel
Method is highly dependent on the time step ∆t. A smaller time step leads
to a smaller discretization error and thus to a more accurate model behav-
ior. However, a smaller time step increases the computational requirements.
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With this experiment, we try to evaluate the influence of different time steps
and find a good trade-off.

• Experiment 2: Proxels retained per time step: Another important method
parameter is the number of Proxels retained per time step. To avoid expo-
nential run-time complexity, the number of Proxels per time step is kept at a
specific maximum. However, the larger the number, the more accurate is the
solution. Therefore, with this experiment we try to evaluate the influence of
the number of Proxels retained.

• Experiment 3: Performance with None-label: In the data, there are time slices
when none of the labeled activities are performed. The decision engine al-
ways picks the activity with the highest probability. In these cases, the re-
constructed activity will always be wrong. To counter this, a None-Label
is introduced. If the highest probability for the activities is smaller than a
threshold, then the time slice is labeled as None. We compare the method
performance with and without this None label.

1.4.1 Evaluation Criteria

To evaluate the performance of our recognition method, we calculated the following
metrics.

• Accuracy: The accuracy is the number of correctly classified samples divided
by the total number of samples.

• Precision: The precision is the number of correctly as positive classified sam-
ples divided by the total number of positive classified samples.

• Recall: The recall is the number of correctly as positive classified samples
divided by the total number of positive samples.

• F1 − score: The F1-score is the harmonic mean of precision and recall. F1 =
2 precision·recall
precision+recall

Precision and recall are measures for binary classifiers. The data-set used in this
chapter, however, contains multiple classes. The two measures are calculated for
each class individually, where positive means that the sample is part of the class
and negative means it’s not. To combine these values into a measure over all classes,
a weighted-average is used. The weights are determined by the class size. In this
case, the average recall is the same as the accuracy. One problem of the weighted-
average is that small classes have little influence on the performance. Therefore, we
also compute the macro-average, which uses the same weight for all classes despite
their imbalance.

To avoid overfitting, we use k-fold cross-validation. The data-set is divided into
k parts, where k − 1 parts are used for training and the remaining part is used for
testing. The cross-validation process is then repeated for every part of the data-set.
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Finally the average over all subsets is calculated to receive a single estimate of the
performance metric. Since the CASAS Aruba 2010 data-set contains 8 months of
data we used 8-fold cross-validation with each subset containing one month of data.

1.4.2 Experiment Results

In this section, we present the results of the base model and our three experiments.
The base model has the following specifications:

• time step ∆t =60 s, which is used in most cases according to [3].

• Proxels retained per iteration: 200

• Decision engine: highest probability, no cutoff threshold

Table 1.2 shows the performance of the base model for every activity and the
weighted average over all classes. It shows that the base model performs well for
majority classes. The weighted-average for the precision is 0.8759. The accuracy
is slightly lower with 0.8531. However, the algorithm underperforms for minor-
ity classes. Therefore, the macro-average is 0.5638 (Precision) and 0.5030 (Recall)
which is significantly less then the weighted-average. As mentioned in Section 1.2.1,
the accuracy in previous works were between 71% and 95%, so our approach achieves
acceptable results with 85%.

1.4.2.1 Experiment 1: Varying Time Steps ∆t

For the first experiment, we varied the discretization step size as follows: ∆t ∈{60,
90, 120, 240, 300, 600, 1200 s}. The other parameters remained the same as the
base model’s. Figure 1.5 shows the overall performance for the different step sizes.
Up to a ∆t of 120 s, the model performs as well as the base model. Larger step
sizes, as expected, have a negative impact on the classification performance. On the
other hand, larger step sizes take less time to compute. Although the wall time was

TABLE 1.2 Performance of the Base Model Per Activity, Macro and Weighted Average
(Accuracy Emphasized)

Activity Precision Recall F1-Score

Bed to toilet 0.2378 0.2844 0.2590
Eating 0.7176 0.5280 0.6084
Housekeeping 0.0297 0.1390 0.0489
Meal preparation 0.8374 0.7002 0.7627
Relax 0.9510 0.7739 0.8534
Sleeping 0.8199 0.9830 0.8940
Wash dishes 0.0064 0.0129 0.0086
Work 0.9106 0.6026 0.7253
Macro-average 0.5638 0.5030 0.5200
Weighted-average 0.8759 0.8531 0.8560



Testing the Applicability of Virtual Stochastic Sensors ■ 13

Figure 1.5 Average, minimum and maximum classification performance and run-time

for varying ∆t, base model = 60 s.

used, it still gives an indication about the run-time differences for different time
step sizes.

1.4.2.2 Experiment 2: Varying Amount of Proxels Retained

The base model was run with a limit of 200 Proxels. A Proxel contains the expanded
system state and the probability to be in this state. For every time step, only
the 200 most likely Proxels were retained. This method tackles the state space’s
exponential growth, since every active transition leads to a new state space element
and thus a new Proxel. However, it is possible that many of these Proxels have no
influence on the models overall behavior. The number of Proxels needed is highly
system dependent. As in experiment 1 all other parameters are kept the same, only
varying #Proxels retained ∈ {10, 20, 50, 100, 200, 500, 1000, 2000}.

Figure 1.6 shows the results of Experiment 2. There are no significant differences
between the different number of Proxels retained. Surprisingly, even 10 Proxels
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Figure 1.6 Average, minimum and maximum classification performance and run-time

for different number of Proxel retained, base model= 200 Proxel.

retained are not significantly worse than 2000. In contrast, the number of Proxels
retained does have significant influence on the run-time of the algorithm. The wall-
time of the algorithm for 10 Proxel was 12s, whereas the base model with 200 Proxel
took 56s.

1.4.2.3 Experiment 3: Performance with None-Label

One limitation of the base model is not being able to output the None-label. Some
time slices do not contain any of the labeled activities. In these cases, the original
data points are labeled as None. To counter this problem, instead of always classify-
ing a data point based on the highest probability, we output a None-label if the max-
imum probability is less then a threshold ∈ {0.00, 0.01, 0.02, 0.05, 0.10, 0.15, 0.20}.
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Figure 1.7 shows the results when including a cutoff threshold and None label.
A slight increase in precision and recall can be observed for both the weighted-
average and the macro-average. The reason for this increase is that the None-label
is not included in the average. In the base model, only the mentioned activities
were regarded as classes. For example for the base model the class precision for
None can’t be calculated and the recall is always zero. Although we include the
None-label we do not include None as an additional class. Therefore, data points
labeled as None are not included in our calculations at all. Only those that are
wrongly classified as None are included in the calculations of the recall for the
class they belong to. Since the data points classified as None are data points whose
classification is usually uncertain, the classification performance improves slightly.

Figure 1.7 Average, minimum and maximum classification performance for varying

cutoff threshold excluding the None-class from the accuracy calculation.
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Therefore, we also did the same experiment including the None-class in our
average calculations. Figure 1.8 shows the results. As expected, the performance
drops sharply, compared to the base model. The accuracy drops from originally 0.85
to 0.57. The weighted average of the precision drops even more, from 0.88 to 0.41.
With a larger cutoff threshold the precision also increases until a threshold of 0.1.
From 0.1 to 0.2 it only increases slightly. But even with a cutoff threshold of 0.2 the
precision of 0.6897 is still worse than the precision of the base model. This increase
is also visible in the marco-average of the precision. In contrast, the recall increases
only slightly with larger cutoff thresholds. The macro-average behaves similarly to
the weighted-average.

Figure 1.8 Average, minimum and maximum classification performance for varying

cutoff thresholds including the None-class in the accuracy calculation.


