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Machine Learning for 
Smart City AI Systems

Manasvi Logani1 and Sandhya Makkar2

1Plaksha University, Mohali, Punjab, India
2Sheffield Hallam University, Sheffield, United Kingdom

1.1 INTRODUCTION TO SMART CITIES

While stating the obvious things, smart cities comprise two words, “smart” and “cities”. 
Thinking of the word smart, the first thing that comes to mind is a competent, self-
sustaining and mature environment or person. Combining all these qualities with a tech-
nological perspective and the concept of cities is what is meant by the term smart cities.

More formally, smart cities are those that integrate the use of information and 
communication technology, also known as ICT, to improve the overall quality of life 
and optimize infrastructure sustainably while promoting economic growth.

These cities consist of a well-planned urban environment to create sustainable liv-
ing for all. Pollution control, parking and traffic management, public security, energy 
conservation, healthcare etc. are some of the focuses of a smart city.

1.2 IMPORTANCE OF SMART CITIES

As the world is exponentially progressing towards technological advancement, it 
makes sense to leverage this for economic growth and better lifestyles. With this aim, 
there are numerous significances of smart cities. A few of these points are as follows:

1. Improved Healthcare Systems
With an increase in automation, healthcare will become easily accessible with a 
more accurate prediction of diseases. With the use of previous data and certain
tools, the classification of diseases will be easier and they might get diagnosed
at an early stage, leading to be lifesaving. Also, doctor consultation will become 
more widely accessible through video conferencing appointments.

2. Better Safety Measures
One of the main advantages of a smart city will be an extensive installa-
tion of CCTV cameras to collect data for incident detection, gunshot detec-
tion, license plate recognition, face recognition etc. All these facilities will
reduce the crime rate considerably because the chances of getting caught
will immensely get more than before.

3. Environmentally Friendly
When it comes to human development, one of the most neglected aspects is
the environment. Over the years, there has been a huge depletion of resources, 
air and water quality index etc. The main aim of a smart city is not just
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development but also sustainable development. Therefore, to achieve this, air 
and water quality detectors will be installed to keep the pollution level in 
check, energy conservation techniques will be adopted, and a thorough check 
on resources such as electricity and water will be maintained to limit wastage.

4. Organized Traffic Systems
With the advent of the advanced age, commuting from one place to another 
has become easier. The term “easier” here refers to in terms of the availability 
and accessibility of modes of transportation and the technology used. This is 
because, ironically, automobiles were created to reduce travel time but instead 
due to high traffic congestion, it has become difficult to cut travel time. Smart 
cities will focus on reducing this traffic to increase comfort, along with other 
facilities such as smart streetlights and traffic rules detectors.

5. Improved Infrastructure
As the cities are growing older, their infrastructures consisting of buildings, 
roads, bridges etc. are getting weaker. In the smart cities, there will be an instal-
lation of certain sensors to collect data and report if there are any cracks or 
considerable damage to the infrastructure. With the help of this, it will become 
easier to prioritize development and even save lives in certain situations.

1.3 BACKGROUND OF STUDY

ICT is a discipline integrated with unified communications, telecommunications and 
computers for creating an infrastructure that enables modern computing. It includes 
radios, televisions, copiers, fax machines, telephones, satellites, multimedia, and 
internet which are all communication mediums in some or the other way.

Since the advent of ICT, there has been a gradual change in how the world is 
perceived. Initially, these technologies were used only for military and research 
purposes and then by technology enthusiasts and pioneer governments. It was only 
later when dynamic and innovative cities started involving these technologies. IT 
companies like IBM, Cisco, Siemens and General Electric started to employ their 
technology and investing in the improvement of cities (Barrera, 2020). Due to the 
widespread use of internet, computers, smartphones etc., there has been an enor-
mous amount of data generated and even awareness; thus, citizens are also interested 
in deploying changes into a city to create a “smart city”.

Over the years, the cities which incorporate technology into their management 
regulatory systems have been given many names. In 1987, the term wired cities 
(Dutton, Blumler, & Kraemer, 1987) was coined for a city with telecommunications 
between households and businesses. Later on, the concept of cyber cities (Graham 
& Marvin, 1999) was stated as a city with complex interdependence between trans-
port and telecommunications, which link between urban and cyber cultures and 
economies and interdependently linked IT-based communities. Further, the term 
digital city (Ishida & Isbister, 2000) came into the picture and it “is defined as a 
city that integrates urban information (both achievable and real time) and creates 
public spaces for people living in the cities”. In 2002, the term intelligent cities 
(Komninos, 2002) was referred to as “where the innovation processes meet the digi-
tal world and the applications of the information society”. Next was the sentient city 
(Shepard, 2011), wherein it can hear and feel things but doesn’t have any particular 
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information; it can remember, correlate and anticipate using certain technology like 
sensors and algorithms. Now, coming to information city (Chourabi, et al., 2012), it 
collects information from localities and delivers it to the public via the internet.

The cities combined with the ICT technologies have been referred using various terms 
over the years, each with a different underlying concept, but share a focus on the effects 
of ICT on urban form, processes and modes of living. Therefore, all can be combined 
under an umbrella term of smart city which is the topic of concern in the chapter.

In 1955, a new concept of artificial intelligence (AI), coined by Dr. John McCarthy, 
emerged enabling to explore areas which were never thought of before. Its concepts 
consisting of machine learning, deep learning, computer vision, Internet of Things 
(IoT) etc. merged with the ICT technologies will bring revolutionary changes in the 
cities, aiming to become a smart city.

1.4 INTRODUCTION TO MACHINE LEARNING

The focus now shifts to a very critical concept and its need for building a smart city. 
However, first, to understand this, it is important to talk about “artificial intelligence”.

Every species survives based on the type of intelligence they possess. Homo sapi-
ens is termed the most “intelligent” species of all because their intelligence consists 
of many additional and more advanced qualities as compared to others.

These qualities are as follows:

1. Estimation or prediction: It is the quality of forecasting a result based on 
the factors affecting them.

2. Differentiation or classification: It is the quality of categorizing different 
items into definite classes, for example, cats and dogs.

3. Segmentation: It is the quality of grouping similar things together, for 
example, plants and animals.

4. Recommendation: It is the quality of recommending something to someone 
according to their interests.

5. Decision-making: It is the quality of choosing based on the information 
gathered.

Now, when a machine is made or taught to mimic the human tendency to fulfil the 
previous five qualities of intelligence, it is termed AI.

Shifting focus to the whole basis of the chapter, we can see that machine learning 
is a subset of AI. In simple words, it consists of algorithms or models which help in 
achieving AI. It is an intersection of the field of mathematics, computer science and 
optimization.

Two sub-parts of machine learning will be discussed further.

1.5 INTRODUCTION TO MACHINE LEARNING ALGORITHMS

As discussed earlier, machine learning helps achieve the various characteristics of 
AI. As the words suggest, it is all about the machines “learning”. But what is meant 
by this? How is a machine supposed to learn? The answer to this is simple, through 
machine learning algorithms.
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Machine learning algorithms are certain mathematical programs that are pro-
grammed in a way to provide basic guidelines to create a model. They are accus-
tomed to adjust to the data provided by the user.

Now, before going further to understand the types of machine learning algo-
rithms, it is important to first discuss some important terms which will be used 
throughout the chapter.

1. Dataset: It is a set of data, i.e., collection of data which can be in the form 
of tables, SQL queries, images and videos.

2. Training dataset: This dataset is used to train the machine learning algo-
rithm to create a model.

3. Validation dataset: It is a part of the training dataset which is set aside 
to get an estimate of the performance of the model and tune the hyper-
parameters accordingly.

4. Testing dataset: It is also a part of the training dataset, and its use is quite 
similar to the validation data except here the hyper-parameter tuning doesn’t 
take place and gives the results of the final fine-tuned model.

1.5.1 SuperviSed Machine Learning aLgorithMS

Supervised learning is derived from the word supervisor who is a person “supervis-
ing” a particular task and providing guidance.

For example, when the students are first taught addition, they are provided with a 
method and some examples to understand the concept. When using this, they under-
stand the task at hand; they are provided with questions similar to the examples to 
apply what they had learnt.

Similarly, in supervised learning, the machine is taught using some examples 
called a labelled training dataset, through a method or an algorithm. After this, the 
validation dataset is used to fine-tune the hyper-parameters to create an optimum 
model. When the machine is done learning, unknown data called the  test dataset  is 
introduced for the machine to provide an unbiased evaluation of a final model fit on 
the training dataset.

The supervised machine learning algorithms are categorized into two types:

1. Regression: This type of analysis is used to map the dependent variables to 
independent variables to predict the output in the form of continuous values 
such as a floating point or an integer.

2. Classification: In this type of analysis, the prediction output is in the form 
of discrete values such as classifying if a mail is a spam or ham.

Now, it is the time to discuss some algorithms which can be used to fulfil the tasks 
of regression, classification or both.

1.5.1.1 Random Forest
To first understand the random forest algorithm, it is imperative to know what are 
Decision Trees and define Ensemble methods.
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To get a clear idea, an example of a classification problem is provided (Figure 1.1). 
There is a basket of fruits having apples, oranges and watermelon slices, which need 
to be segregated into three different baskets with the same type of fruits. This can be 
done with the help of a decision tree as given in the following.

To get results from a decision tree, a feature split is done to move closer to the 
classification. So, to split our first node, the question “is the colour of the fruit red?” 
can be used. As one can observe, watermelon slices and apples are classified as red 
and orange as not red. Therefore, for oranges, it’s clear how to classify them. The 
next node split can be done by answering the question “radius is greater than 2 cm”. 
These watermelon slices cannot have a radius greater than 2 cm, therefore, are cat-
egorized accordingly.

Now, through the example mentioned previously (Figure 1.1), the contents of the 
fruit basket have been classified into oranges, apples and watermelon slices using 
two node splits. This was a really simple example to understand decision trees, but 
in reality, there can be a greater number of nodes used for prediction.

Next, the topic of conversation is Ensemble Learning. Sometimes, one type of 
algorithm cannot generate the desired level of accuracy and to solve this, predic-
tions from models created by multiple machine learning algorithms are combined to 
improve the predictive performance.

Here, in a random forest, a particular type of ensemble learning is used, known 
as bagging. Using this method, many decision trees are used to make predictions on 
different samples of the same dataset and an average of these predictions is consid-
ered output for Random Forest. The main advantage of this widely used algorithm 
is reflected when there is a low correlation among the different decision tree models. 

FIGURE 1.1 Decision tree example.
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The main reason for this is, the lower the correlation, the higher the chances of indi-
vidual errors of each decision tree not affecting the other tree.

Also, random forest can handle missing data well, robust to outliers, less impacted 
by noise and is extremely stable, which makes it a very useful algorithm to apply in 
a smart city.

1.5.1.2 Support Vector Machines (SVMs)
Now, to understand this algorithm, a classification problem statement is used. Along 
with which some relevant terms will also be defined.

There are two class points represented by an addition operator and a triangle as can 
be seen in Figure 1.2. In support vector machine (SVM) algorithm, one can classify 
these points using a hyperplane. Hyperplanes are decision boundaries used to classify 
data points. As can be observed in the diagram, the hyperplane classifies the two points 
into different classes. But the story doesn’t end with just a simple hyperplane. To make 
the data points easily linearly separable, the algorithm also creates two margin lines 
parallel to the hyperplane having some distance from each other. These hyperplanes 
(on the margin lines) are not only parallel to the original hyperplane but also pass 
through one or more data points in their class. The main significance of creating these 
hyperplanes apart from the original hyperplane is to create a more generalized model 
giving comparatively accurate results. The whole distance between the two hyper-
planes created is called the Margin Distance and the data points through which these 
planes pass are called Support Vectors, hence, the name, SVMs.

The example discussed earlier gives a basic intuition of how the algorithm works. 
In reality, one has to work with n-dimensional data which cannot even be visualized 
and can be non-linearly separable. Another example of non-linearly separable data 
to understand this better is shown in Figure 1.3.

FIGURE 1.2 SVM example.
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If one treats the non-linear separable data given in Figure 1.3 as linearly separable 
and creates a hyperplane or line (as its 2D form), it will only give an accuracy of 
≤50%. So, how to solve this problem?

To solve this, the SVM algorithm uses the SVM kernels. The SVM kernels con-
vert low-dimensional data into a higher dimension which in this case is from 2D to 
3D as shown in Figure 1.4.

As can be observed (Figure 1.4), a hyperplane can be easily created to classify the two 
types of data points with much higher accuracy than by just creating a line in its 2D form.

In smart cities, the data collected has multiple attributes which have to be pro-
cessed to proceed to an accurate solution; therefore, SVM is a good choice in such 
cases as it performs profoundly well with higher-dimensional data.

FIGURE 1.3 Non-linearly separable data.

FIGURE 1.4 3D for non-linear separable data.



8 Handbook of Artificial Intelligence for Smart City Development

1.5.1.3 Naïve Bayes
To understand the Naïve Bayes algorithm, it is crucial to understand some statistical 
concepts called Conditional Probability and Bayes’ Theorem.

Conditional probability is the one of an event A occurring such that event B 
has already occurred. The formula for the same can be observed as given in the 
following:

 ( ) ( )
( )

=
∩
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Bayes’ theorem gives the probability of an event based on the probabilities of the 
data provided in the hypothesis. It assumes that every input variable is dependent on 
all the variables. The formula for the same is as follows:
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The concept can be applied in an algorithm in the following manner. Let there be 
a set of inputs X = x1, x2, x3, …, xn and y be the output to be classified. The probability 
of x is known and the probability of y is to be calculated. This can be represented as 
follows:
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Just as observed in Bayes’ theorem, the event which has occurred has been 
replaced with the input features x.

Now, assume that the event has to be classified as True or False and by the algo-
rithm formula applied earlier, the resulting probability is 0.8 for True and 0.2 for 
False. To get the results, one more formula has to be applied, which will give the 
final classification result:
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where the argmax operation returns the result with the maximum probability, 
which in this case is 0.8 to classify the set of features as True. Hence, this is the 
intuition behind the working of the Naïve Bayes algorithm.

The Naïve Bayes algorithm is quite useful in a smart city setup as it is very simple 
to implement. Also, it requires a less amount of training data to train, thus making it 
a computationally fast algorithm.

1.5.1.4 K-Nearest Neighbours
This algorithm is explained using two use cases, classification and regression.

First focus of attention is classification. As can be observed from Figure 1.5, the 
data points belong to two classes, blue and green. A new data point indicated by 
the red star has been introduced, and it has to be classified in either blue or green 
class. But the question here is, how to solve using the K-nearest neighbours (KNN) 
algorithm?


