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Preface




In a 1921 volume entitled Language: An introduction to the study of speech, which became a founding text in early twentieth-century linguistics, Edward Sapir argued persuasively that the words and grammatical categories of the language (or languages) we acquire in childhood will affect and shape our subsequent thoughts and filter our experiences, rather than simply encode them. Sapir never designed and carried out an empirical research program aimed at examining his argument systematically. The onus of researching it fell on the shoulders of his own student, Benjamin Lee Whorf (1956), who studied with Sapir in the early 1930s. At the time, Sapir himself had somewhat abandoned his idea, but Whorf saw it as immensely intriguing. Encouraged nonetheless by his teacher, Whorf conducted extensive fieldwork on Sapir’s original idea among the speakers of Native American languages, focusing on the Hopi language spoken in north-eastern Arizona. From his research, he concluded that the particular native language we learn in socio-cultural context influences how we think, act, and behave, both as individuals and as entire societies (groupthink). He named this synergy between language, mind, society, and culture linguistic relativity. The word hypothesis—in the term linguistic relativity hypothesis (LRH)—was added after Whorf died in 1941. The LRH became broadly accepted among linguists, leading to extensive research on it shortly thereafter, encompassing many languages. The accumulated data on the LRH is now quite extensive and convincing overall, even though it has been the target of often heated debate and controversy since at least the middle part of the 1960s. Whether one espouses it or not, there is little doubt that it remains a fascinating and important idea for linguists, psychologists, anthropologists, and even computer scientists to investigate.


I have been teaching linguistics since 1972, and have always incorporated the LRH into my classes. I have done so through handouts and my own exercise materials since, to this day, there is no introductory non-technical textbook on the LRH. This led to my decision to compile such a book, since I believe that the LRH is one of the most interesting themes in linguistics, as students have consistently told me over the years. This text can hopefully be useful in courses in introductory linguistics, psychology, or anthropology, either as a supplementary or complementary manual. My overall objective has been to provide a general assessment of the significance of the LRH to the study of the language–thought–culture-society nexus, reviewing the main findings and discussing them in non-technical ways. Whorf was aware that the LRH would raise questions connected to its definition, since terms such as thinking or thought, are much too vague. So, he assumed that everyone would understand what they meant intuitively, focusing instead on examining how thinking is built into in the grammatical categories and vocabulary systems of different languages, which not only can be studied precisely, but can also be used to extract relevant insights on the language-thought nexus. He put it thus (Whorf 1965: 252):


Thinking is most mysterious, and by far the greatest light upon it that we have is thrown by the study of language. This study shows that the forms of a person’s thoughts are controlled by inexorable laws of pattern of which he is unconscious. These patterns are the unperceived intricate systematizations of his own language—shown readily enough by a candid comparison and contrast with other languages, especially those of a different linguistic family. His thinking itself is in a language—in English, in Sanskrit, in Chinese. And every language is a vast pattern-system, different from others, in which are culturally ordained the forms and categories by which the personality not only communicates, but also analyzes nature, notices or neglects types of relationship and phenomena, channels his reasoning, and builds the house of his consciousness.



Sapir himself was a pupil of anthropologist-linguist Franz Boas at Columbia University in the first decade of the twentieth century. Boas was among the first American linguists to focus concretely on the relation between language structures, society, thought, and culture—a focus that became the founding principle of what came to be called anthropological linguistics, known more commonly today as linguistic anthropology. The early linguists, inspired by Boas and Sapir, carried out extensive fieldwork on the relation between the indigenous languages and cultures of North America, guided in large part by what eventually came to be known as the LRH. With the advent of generative grammar in the late 1950s as a mainstream movement, this line of inquiry was temporarily marginalized. However, by the mid-1980s interest in studying the LRH was reignited as a new orientation in linguistics, called cognitive linguistics, came forward to provide new ways to study its manifestations.

The fundamental question raised by the LRH is whether people who speak different languages also think differently; and if so, how so or to what degree. From the relevant studies, there is little support for the so-called “strong” version—namely, the claim that language determines how people think, known more specifically as linguistic determinism. However, the research strongly suggests that thinking is indeed shaped by the particular language (or languages) one has learned in childhood. Incidentally, Whorf never espoused linguistic determinism, even though he was accused of doing so. His term, linguistic relativity, was actually meant to reject determinism, suggesting an intrinsic (not deterministic) interrelationship between language and thought.

This book looks comprehensively at the LRH, from its historical genesis to the kinds of research questions it raises today for the evolution of language in the age of the Internet. I have written it in user-friendly style, making no assumptions with regard to technical terms and concepts on the part of the reader. Each chapter starts with a prologue that presents anecdotal situations eliciting questions that are used to introduce the main themes of the chapter. Information on technical terms, ideas, and so on are included in boxes throughout, so that the reader does not have to search for them elsewhere when they come up in the discussion. At the end of each chapter, there are two pedagocially-relevant sections: Discussion Questions  and Activities. A Glossary of key terms is provided at the back of the book.

I must inform the reader that I have had to be selective about what to treat and what not to treat, given the enormity of the research on the LRH, although I have attempted to cast as wide a net as possible. I should also mention that I have rephrased or simplified some notions in order to make them understandable to the non-expert. I sincerely hope that this text will pique the interests of students, or anyone else, to investigate the language–society–thought–culture nexus on their own. The suggestions and commentaries that my own students have passed on to me over the decades have guided every stage in the preparation of this book. I feel truly fortunate and privileged to have had the opportunity to share my views with so many over the years. I thank one and all from the bottom of my heart. Their enthusiasm has always made my job as a teacher simply wonderful. I dedicate this book to them.
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AGI

	artificial general intelligence
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	artificial intelligence
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	computer-mediated communication
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Overview





Prologue

An anecdote is told about the Polish-American scholar Alfred Korzybski (cited in Derks and Hollander 1996: 58), who founded an interdisciplinary field called general semantics in order to study how knowledge and linguistic habits of mind are constrained by the nervous system (Korzybski 1921, 1933). It is reported that one day, as he was giving a lecture to a group of students, he suddenly stopped talking to retrieve a packet of biscuits from his briefcase, telling the class that he was very hungry and needed to eat something right away. He then asked several students in the front row if they would also like a biscuit. A few took one, eating in front of him, after which Korzybski asked, “Nice biscuit, don’t you think?” He then ripped off the white paper wrapper around the packet, revealing the picture of a dog’s head and the tagline Dog Cookies. The students who had just eaten the biscuits became visibly upset by this revelation, and a few put a hand in front of their mouths as they ran to the toilets. Korzybski then remarked to the rest of the class: “You see, I have just demonstrated that people don’t just eat food, but also words, and that the taste of the former is often outdone by the taste of the latter.”

This anecdote encapsulates what the subject matter of this book is essentially about, and the type of questions it will attempt to address: Do words affect how we perceive things and influence how we react physically and emotionally? Does the particular native language we learned in childhood shape how we understand the world? Can we think without words? If so, what would thought be like without them? Korzybski’s little mind game was designed to bring out the intrinsic relation that exists between language, thought, and behavior in a nutshell. The formal study of this relation comes under the rubric of the linguistic relativity hypothesis (LRH). A fundamental tenet of this hypothesis is, in fact, that words are not merely arbitrary labels for things; rather, they influence how we think, act, and react. Let us repeat Korzybski’s experiment hypothetically using another illustrative word game. Suppose that this time we prepared a meal consisting of little meat-like pieces for another class of North American students, which they seemingly eat gladly with no adverse reactions. After the meal, we tell them that they had just eaten silkworms. What would their probable reaction be now? It is likely that most would react negatively, as did the students who ate the dog biscuits. However, the same word in Spanish, gusano de seda, would hardly produce this reaction in Mexicans who live in the central valleys of Oaxaca, because they eat cooked silkworms as a delicacy. Again, the negative reaction on the part of our (hypothetical) students had nothing to do with the substance or quality of the meal but with the coded (culture-specific) meanings that the word silkworm evoked.

Discussions and debates on the LRH are replete with anecdotal examples such as these. But is there any empirical support? One of the central aims of this book is to look at relevant studies that have examined the LRH empirically. The objective of this opening chapter is to provide an overview of the origins and underlying premises of the hypothesis, including how it is defined, how it is broken down linguistically and psychologically, and what main critiques have been leveled against it. As we shall see, a common approach to investigating the LRH is comparing specific grammatical and lexical structures of different languages. For instance, in English, the device that marks the passage of time is named a watch, if it is portable or wearable on the human body, usually on the wrist, but a clock, if it is to be put somewhere as, for example, on a table, or on a wall. In Italian, no such conceptual distinction has been encoded lexically. There is only one word in that language, orologio, for designating any device for keeping track of time, wearable or not. This does not mean that Italian does not have the linguistic resources for making the same distinction marked in English by two words, if needed. The phrasal structure da (“at”) + place allows Italian speakers to provide the same kind of conceptual differentiation: orologio da polso (“wrist watch”), orologio da muro (“wall clock”), and so on. But in practice this distinction is not marked overtly in Italian when the topic of time-keeping devices comes up in discourse. Now, the relevant question is: Does the fact that speakers of English and Italian have different ways of referring to time-keeping devices signal a different perception of time in the two cultures? If so, how so?

The study of time as a cultural construct led, actually, to the establishment of a subfield of anthropology in 1967 by E. P. Thompson, who argued that the observance of clock-time emerged during the Industrial Revolution in the nineteenth century, leading to labor practices and behavioral interactions governed by precision in time-keeping—hence the need for clocks and watches. Events that seem so “natural” to us today, such as arranging meetings at specific times, would be literally unthinkable without this nineteenth-century construct. One of the goals of LRH-based research has been, actually, to investigate whether the linguistic categories related to time, such as verb tenses, influence the perception of time in speakers of different languages—a topic that will be discussed in due course.

The Korzybski anecdote bears much more significance than what it might seem at first. It describes in microcosm the kind of experiment that has actually been conducted by linguists and psychologists to test the validity of the LRH, as we shall see. It is also the kind of mind game that has come under acerbic criticism by those who see the LRH as meaningless. Whatever the truth, the LRH is still one of the most interesting ideas in contemporary linguistics, even if it turns out to be nothing more than speculation. This chapter looks at the historical background to the hypothesis and what it has meant for the evolution of linguistics as a science of language. It is based on three questions, which are repeated in the discussion section at the end of this chapter, as part of its pedagogical objectives:


	
What is the notion of linguistic relativity?



	
What are its origins?



	
Is it relevant or useful to understanding the role of language in human life?










Background

The LRH has focused, by and large, on addressing two fundamental questions: Does the particular native language one speaks habitually influence the thoughts a speaker has? Does a specific language affect how its speakers understand reality, known as worldview? To investigate these questions in any meaningful way, a viable theory or model of language is required. In contemporary linguistics, the term grammar is understood (generically) as the system of structural units of a language and the rules for constructing and combining them—it is clearly an important concept in the study of the LRH. The Indian scholar Pāṇini, who lived around the fifth century BCE, was among the first to conduct a scientific analysis of a particular grammar—the grammar of the Sanskrit language. Pāṇini described its minimal units, now called morphemes, in great detail, relating them to how they formed more complex structures with rules of combination, called the syntax. He also showed that the grammar and the lexicon of Sanskrit—the set of items, now called lexemes, that bear meaning in themselves—were interactive components.


Morphemes and Lexemes

Morpheme: a meaning-bearing unit of language that cannot be subdivided further. In English, for example, the word incompletely is made up of three morphemes: in + complete + ly. Two of them (in- and -ly) recur in the formation of other words and are thus considered to be units in the grammar of English, known as affixes; on the other hand, complete has lexical (dictionary) meaning, and is thus part of the lexicon of English.

Lexeme: a unit that has lexical meaning, such as complete above. Other examples are: love in lovely, spread in spreading, live in relive, and so on.

Morphology: the formal study of word-construction in terms of morphemes and how they are combined; the study of lexemes falls more directly under lexicology (the study of lexical categories) and semantics (the study of the meaning patterns of lexemes and their uses).

Syntax: the study of the rules of arrangement of the morphemes and lexemes of a language for constructing complex structures such as phrases and sentences.



Pāṇini identified about 4,000 sutras, in his treatise, the Ashtadhyayi. These are the morphemes and the rules of syntax for combining them into complex structures (Kadvany 2007). He also introduced the notion of mapping, prefiguring current models of language, whereby one set of sutras are mapped onto other grammatical domains (including other sutras) to produce a complete grammar (Prince and Smolensky 2004).

The birth of linguistics as the science of language is traced to the discovery and translation of Pāṇini’s pioneering work by European philologists in the nineteenth century. It influenced the founder of modern linguistics, the Swiss philologist Ferdinand de Saussure (1916), who was himself a professor of Sanskrit (discussed below). Pāṇini’s grammar provided a model of language that made it possible to raise a series of specific questions that related to the LRH, although not named at the time as such. For example, do languages that form their sentences with words consisting of clusters of morphemes, known as agglutinative languages, shape the thoughts of speakers differentially from the thoughts of speakers of languages that depend largely on word order, or syntax, known as isolating languages (Greenberg 1966)?


Types of Languages

Agglutinative: languages characterized by words generally made up of more than one morpheme; that is, one word = several morphemes. An example of an agglutinative language is Wishram, a variant of Chinook (a North American Native Language), in which the word ačimluda (“He will give it to you”), for example, is composed of the morphemes /a-/ indicating the future tense, /-č-/ standing for the pronoun “he,” /-i-/ “it,” /-m-/ “you,” /-l-/ “to,” /-ud-/ “give,” and again /-a/ future tense.

Inflectional/Fusional: languages in which a single morpheme stands for multiple meanings or grammatical functions. For example, the preterite form of the French verb parler (“to speak”), (il) parla (“he spoke”), is constructed with the single suffix morpheme /-a/, which represents both the third-person singular subject and the preterite tense, instead of having a separate morpheme for each.

Synthetic: languages that use inflection or agglutination to establish grammatical relationships within sentences, or to change the grammatical category to which a word belongs. For instance, adding /-ment/ to the verb govern produces the noun government; adding /-er/ to the adjective quick produces the comparative form quicker; and so on.

Isolating/Analytic: languages that convey meaning by rules of word order (syntax). For example, the English sentence “The dog bit the cat” conveys the fact that the dog is acting on the cat through word order. Changing the order, changes the meaning: “The cat bit the dog.”

Note: There is no language that is exclusively agglutinative, isolating, and so on. It is a matter of degree. For instance, English is largely an isolating language, but it also has many agglutinative, synthetic, and fusional aspects in its grammar.



Employing such typological categories, the early twentieth-century linguist, Edward Sapir (1921), became an early pioneer in discussing the implications of the LRH, although he never identified it as such—the term linguistic relativity was put forth by Benjamin Lee Whorf (Sapir’s own student) a little later, in analogy with the physical theory of relativity (Whorf 1940: 229): “We are thus introduced to a new principle of relativity, which holds that all observers are not led by the same physical evidence to the same picture of the universe, unless their linguistic backgrounds are similar, or can in some way be calibrated.” Without going into details at this point, suffice it to say that Sapir saw an intrinsic linkage between language type (agglutinative, isolating, and so on) and differences in thinking exhibited by speakers of the different types.

The belief that language and thought are linked in some way is actually an ancient one; it was encapsulated in ancient Greece by the term lógos (λóγοζ). In his book on Rhetoric, Aristotle (1952a) saw lógos as the use of words to articulate a logical argument (Dineen 1995; Law 2003). He was also the first to identify the two main parts of a sentence as intrinsic components of grammar, calling them the subject and the predicate. A couple of centuries later, the scholar Dionysius Thrax, who lived between 170 and 90 BCE, named the parts of speech that constitute sentences as nouns, verbs, articles, pronouns, prepositions, conjunctions, adverbs, and participles (Robins 1967; Seuren 1998). The Roman Priscian, who lived in the sixth century CE, applied this model to Latin grammar—a model that was adopted by Europeans in the fourteenth and fifteenth centuries for writing the grammars of their own languages, even if the fit was not always perfect (Robins 1967). The key aspect of this approach was the premise that the specific words in sentences are not put together in a haphazard order, but, rather, by rules of arrangement of the parts of speech.

This premise was examined further by a group of French scholars in the seventeenth century, who came to be known as members of the Port-Royal Circle. In their 1660 book, Grammaire générale et raisonnée contenant les fondemens de l'art de parler, expliqués d'une manière claire et naturelle (“General and Rational Grammar, Containing the Fundamentals of the Art of Speaking, Explained in a Clear and Natural Manner”), now known generally as the Port-Royal Grammar, Antoine Arnauld and Claude Lancelot—two leading members of the Circle—put forth the notion that the manner in which the parts of speech were organized in the sentences of all languages of the world, no matter how different, followed the same rules of syntax, with variations, because they were part of a universal mental process (Rieux and Rollin 1975). The details varied from language to language, but the rule types did not.

By the middle part of the nineteenth century, such ideas were debated concretely, as philologists studied common features, which they even called laws, of how languages changed over time, laying the groundwork for a science of language to emerge. It was Saussure (1916), as mentioned above, who put the finishing touches to this fledgling science, which he called linguistique (“linguistics”), by making a distinction between the study of how languages changed, which he called diachronic, and the systematic study of a language at a specific point in time, which he called synchronic. He also proposed (in synch with the Port-Royal grammarians) that linguistics should focus on examining the universal structure of language, which he called langue (“language”), rather than on parole (“word”), or the use of language in speech. Saussure also argued that the signs used in a language, such as single words, are arbitrary referential structures. So, for instance, the word tree in English and arbre in French referred to the same concept (“arboreal plant”)—only the linguistic labels differed. Saussure’s view implied that speakers of different languages had the “same picture of the universe,” not a different one (as Whorf suggested above). Hence, the Saussurean approach was one of the first implicit arguments within linguistics against the LRH.


His view was contested indirectly by the German-born American anthropologist Franz Boas in the early part of the twentieth century (Boas 1911), who showed that there were indeed different pictures of the universe in the minds of the speakers of different languages. By collecting extensive data on the Native languages of North America, Boas aimed to show how their grammars and lexicons reflected different cultural emphases, which in turn involved different worldviews. At around the same time, British anthropologist Evans-Pritchard (1940) provided supporting evidence for this perspective, with his work on the culture and language spoken by the Nuer, a herding people of eastern Africa. For example, he found that there are many words in that language for the colors and markings of cattle, and the reason for this was the importance of livestock in that culture. In English, on the other hand, there are very few words for livestock, but many for describing music (classical, jazz, folk, rock, etc.), revealing instead the importance of music in Western society. It was this kind of “relativistic” approach to language that laid the groundwork for anthropological linguistics to emerge as an autonomous field focusing on a supposed language-mind-culture-society nexus.

For decades subsequent to Boas, linguists went about the painstaking work of documenting how different languages mirrored different cultural emphases and perceptions of reality. The first major break with this tradition came in 1957, when the American linguist Noam Chomsky argued that an understanding of language as a universal faculty of the brain could never be developed from a piecemeal description of the disparate structures of widely divergent languages. Reviving the views of the Port-Royal grammarians and Saussure, Chomsky claimed that a true theory of language would have to explain why all languages reveal a similar structural plan for constructing their grammars. The specific rules of the grammar of a certain language are based on that plan, which was eventually called Universal Grammar (UG). The UG would purportedly explain why children learn to speak so naturally, without training of any kind (Chomsky 1975). All that is needed is exposure to samples of a language and the child will easily construct the grammar from them, guided by the UG in the brain. Differences in language grammars are due to choices of rule types, called parameters, from the UG. Without going into the debates on UG here, a major problem with this model is that it ignores a fundamental creative force in early infancy—the ability to make imitative linguistic models of actions and events in the world, and to invent expressions based on inferences and analogies to fill in gaps of knowledge (Crystal 1987: 232). For example, when children lack a word for the concept of moon, they may come up with a metaphorical strategy, such as calling it a ball, which they had previously learned, indicating that they envision a similarity of shape between the two referents, classifying them (“moon” and “ball”) as a unitary concept with the same linguistic label. Only when children learn the word moon as a distinctive sign in context do they develop different conceptualizations of “ball” and “moon.”






Linguistic Anthropology

Boas founded anthropological linguistics at Columbia University in 1899, developing research methods that made it possible for the first time to study linguistic relativity meaningfully (Boas 1920). One of these methods was fieldwork, whereby the linguist would live and interact among those who speak a specific language, gathering information from them in order to understand what the functions of the language are, and how they differed from the native language of the field worker. The language Boas himself chose to study in detail was that of the Kwakiutl, a native society on the north-western coast of North America. In what is now a classic book in anthropological linguistics, Race, Language, and Culture (1940), a collection of his papers published between 1887 and 1937, Boas documented how the grammar and lexicon of the Kwakiutl language reflected their differential ways of thinking about the world vis-à-vis English speakers. Each lexeme and unit of grammar in Kwakiutl was hardly an arbitrary sign structure; rather it reflected specific modes of thinking that were found in other domains of Kwakiutl society—in symbolism, narratives, rituals, and so on.

The term linguistic anthropology, as an alternative to anthropological linguistics, was put forth a while later by linguist Dell Hymes (1963), who wanted to broaden the Boasian approach to encompass the study of the strategic uses and functions of language in communicative contexts. To do so concretely, he introduced the notion of communicative competence a little later to indicate the kind of social knowledge that shapes how language is used in specific contexts (Hymes 1971). Hymes argued that such knowledge is hardly separate from knowledge of the language itself (known as linguistic competence)—one required the other. Change in language comes from its use, not from any inner evolutionary force. As we speak, from generation to generation, modes of communicating start to vary; as these accumulate over time, they lead to structural changes in the language to accommodate the new modes.

Starting in the mid-1970s, linguists took Hymes’ ideas to heart and began studying communicative competence seriously, simultaneously expanding the research paradigm in linguistic anthropology to include such areas of investigation as the construction of interpersonal and social identities through discourse, the manifestation of shared ideologies in conversations, and so on (Duranti 2003; Kulick 1992; Ochs and Schieffelin 1984; Ochs and Taylor 2001; Silverstein 1976, 1979). In the same time frame, an approach to language called cognitive linguistics also emerged to explain the influence of figurative language on thought processes (Honeck and Hoffman 1980; Lakoff and Johnson 1980; Ortony 1979; Pollio, Barlow, Fine, and Pollio 1977). The most prominent figure in the first stages of the movement was the American linguist George Lakoff, whose book Metaphors We Live By (198), co-authored with Mark Johnson, became a key text in the early period. In his subsequent influential book, Women, Fire, and Dangerous Things (Lakoff 1987), Lakoff argued persuasively that the foundations of a language were connected to differing culture-based experiences, recalling Boas’ approach. As an illustration, he discussed grammatical gender in the Australian language Dyirbal. In European languages, the gender of a noun referring to inanimate objects is unpredictable from its meaning. For example, the word for “table” is masculine in German (der Tisch), feminine in French (la table), and neuter in Greek (to trapézi). In Dyirbal, however, the gender of a noun is determined from cultural values and emphases—nouns referring to women are assigned to a specific gender, while those referring to fire or dangerous things (snakes, stinging nettles, and the like) are assigned to other gender categories. Lakoff noted that this type of “rule” was hardly arbitrary, but reflected specific cultural perceptions of the Dyirbal. So, Lakoff concluded, grammatical categories are hardly innate structures, as claimed by UG theory; rather, they are constructed to reflect differential perceptions of the world.

Today, linguistic anthropology and cognitive linguistics share many common interests, including the relation between linguistic categories, perception, and cultural worldviews, and how these manifest themselves in such systems as kinship organization, ethics, and the like. As a simple case in point, consider how the English language uses the single word uncle to refer to a mother’s brother, a father’s brother, and the husband of one’s aunt. Other languages have a word for each of these relationships, suggesting differences in the roles played by “uncles” in different cultures. This simple example is multiplied throughout the lexicons of different languages.






Linguistic Relativity

The notion that language and thought are interconnected has ancient roots, as mentioned (Aarsleff 1982; Lucy 1985, 1997a; Seuren 1998). The Sophist philosopher Gorgias, for instance, maintained that reality cannot be experienced except through language, in contrast to Plato, who maintained that the world was the same for everyone and that a language simply labeled it differently (McComiskey 2002). The Greek historian Herodotus prefigured the LRH when he claimed, in his Historia (c. 430 BCE), that Egyptians thought differently than Greeks because they wrote from right to left, rather than from left to right, as did the Greeks. With this assertion, Herodotus seems to have understood two implicit principles that presaged linguistic anthropology: first, access to how the mind works is via cultural systems, such as writing; and, second, the mind is not a rigid entity—it is shaped by situational factors. A similar view was articulated by the fourteenth-century Algerian scholar Ibn Khaldun, who wrote a truly fascinating treatise in which he noted that the subtle mental and behavioral differences that existed between nomadic and city-dwelling Bedouins were due to differences in the vocabulary used by the two groups.

One of the first attempts to include this notion into a theory of language is the one by German philologist Friedrich Max Müller (1864: ii), who stated tersely that “language is identical with thought.” As Sapir (1921) was to observe later, it became clear that a sense was crystallizing in the eighteenth and nineteenth centuries that the thought patterns exhibited by speakers of different languages are not the same ones with different verbal labels attached; rather, the labels themselves are windows into how the thought patterns are formed. Sapir also emphasized that this does not close thought down—a view that came to be known a little later as linguistic determinism—but, rather, that thought is simply dependent on patterns expressed in language. In 1976, Roger Brown referred to these two versions of the LRH as strong and weak, a distinction that has remained to this day.


Two Versions of the LRH

Strong: version which claims that language determines thought. This version is called linguistic determinism.

Weak: version which claims that language and its usage influence thought and behaviors, not determine them.
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