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Praise for Speech Police

“David Kaye has been an outstanding UN Special Rapporteur on freedom of expression, and in this report he pungently distils his findings on one of the most important issues of our time.”

—Timothy Garton Ash,
author of Free Speech: Ten Principles for a Connected World

“Speech Police is an essential primer for understanding the toughest global governance problem of our digital age. The future of human rights and democracy depends on whether the exercise of government and private power across globally networked digital platforms can be constrained and held accountable.”

—Rebecca MacKinnon,
author of Consent of the Networked

“This is an important, timely, and provocative book on a hugely important topic. Everyone interested in free expression and social media should (and will) read it.”

—Noah Feldman,
Felix Frankfurter Professor, Harvard Law School

“In this accessible, urgent volume, Kaye takes us on a whirlwind global tour of social media’s sites of impact, from on-the-ground reports of activists in dangerous political climates to the candid conversations behind the closed doors of corporate boardrooms and the halls of government alike. A must-read for anyone invested in the issues this book touches: in other words, all of us.”

—Sarah Roberts,
Assistant Professor of Information Studies, UCLA

“Speech Police doesn’t merely surface the key questions surrounding platform governance and content moderation with flair and brevity—it also introduces us to the varied people and institutions asking and answering them.”

—Jonathan Zittrain,
George Bemis professor of international law, Harvard University
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The Net must offer a place for us, which means it must in a tangible sense “belong” to us. Anything else, at least with respect to democracy, is hypocrisy.

—Benjamin Barber,

“Which Technology and Which Democracy?” (1998)
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Introduction

Hossein Derakhshan went to prison with one internet and was released to another.

Derakhshan, known as the Iranian “blogfather” for his role in making Farsi blogging possible, helped invent Iranian blog culture; his technical insights gave Iranians the tools to use the popular Blogger platform by writing and reading Persian script. A widely read and at times controversial blogger and activist, Derakhshan had been critical of both the Iranian government and foreign threats to overthrow it, and he spent a considerable amount of time in self-imposed exile in Canada and Europe during a productive period of his blogging. During this period, he even visited Israel and wrote about it on his blog. In 2008, just two weeks after returning home to Tehran, the government arrested and then prosecuted Derakhshan for “spreading propaganda against the Islamic system,” in addition to blasphemy and other criminal wrongdoing under the laws of the Islamic Republic. The prosecutor asked for Derakhshan’s execution. He was found guilty, as anyone who knew anything about Iran’s criminal justice system expected, and sentenced to a cruel 19.5 years in jail.

Derakhshan was sent to Evin Prison, Iran’s infamous detention center for political opponents, journalists foreign and domestic, unlucky visitors, and common criminals. He recalled the moment late in 2014 when he was released. Sipping tea with the dozen other men who shared his cell, he heard the announcement: “Dear fellow inmates, the bird of luck has once again sat on one fellow inmate’s shoulders. Mr. Hossein Derakhshan, as of this moment, you are free.”

Derakhshan has become a creative thinker about the culture of information and public debate online, with a perspective that owes something to his imprisonment. Like Rip Van Winkle, upon his release, he was able to reflect clearly on how the internet had changed. In 2008, Iran removed him from a world in which the internet was relatively decentralized, where individual bloggers were still able to influence media consumption. In 2014, it released him into the world of social media.

In blog culture, Derakhshan wrote, one’s currency was the hyperlink, the way in which a writer and reader could choose to connect from one story to another. You might be reading one blog, be intrigued in the middle of it by a link to another blogger’s ideas, then by a link to a news story, and so on, until suddenly you weren’t sure how or why you got there. It was distracting but also a remarkable way to feed one’s curiosity, a kind of random, limitless exploration of the world of ideas or entertainment or news or whatever you wanted. To be sure, it was moderated; blogs had (and still have) comment sections that could be more or less open to user input. Yet autonomy and expression were the overriding values, text was the medium, and openness was its foundation. That web still exists, and it’s what Derakhshan fights to save. But by the time he left Evin Prison, the audience had moved elsewhere. Instead of a web of blogs and news sites, he saw that social media had transformed the internet into something more like television, with its centralization, sensationalism, insularity, and inward-looking approach. Lost was the horizontal and found was the vertical web, what journalist Alexis Madrigal called “nowness” and others referred to as “the Stream.” As Derakhshan explained it:

The Stream means you don’t need to open so many websites anymore. You don’t need numerous tabs. You don’t even need a web browser. You open Twitter or Facebook on your smartphone and dive deep in. The mountain has come to you. Algorithms have picked everything for you. According to what you or your friends have read or seen before, they predict what you might like to see. It feels great not to waste time in finding interesting things on so many websites.

While blogs survived, thrived, or failed in an ecosystem of linking and comment threads, social media depended on the chronologically new and on an emotional credentialing of likes and hearts and retweets, which inevitably morphed into the emojization of reactions. Autonomy and the thrill of randomness gave way to timelines and news feeds driven by opaque algorithms, “making us all much less powerful in relation to governments and corporations,” as Derakhshan observed. Social media streamlined surveillance and monitoring, making human behavior predictable and controllable, but Derakhshan found “being controlled” was actually much “more frightening than being merely watched.”

A centralizing internet dominated by the corporate imperatives of advertising and data mining and the incentives of virality is, as Derakhshan and others have maintained, a much friendlier environment to “manufactured amplification,” just as it is friendlier to censorship, hate speech, disinformation, and propaganda than the horizontal web of blogs and websites. Before the emergence of social media and monopolistic search, hateful propaganda would have had as good a chance of getting a foothold in American culture as a racist John Birch Society pamphlet in 1963—which is to say, it would have a following and provoke some discussion and hand-wringing, but a lack of enabling online amplification would not earn it the cultural coin that similar material today has permitted, such as radio host and conspiracy theorist Alex Jones’s InfoWars website.

Derakhshan’s insights bring to mind Lawrence Lessig’s seminal work, Code. Lessig, a professor at Harvard, influenced a generation of students, technologists, and lawyers by positing that internet architecture is a form of law—that code is law. Architecture could protect freedom of expression and, as originally configured, limit the state’s ability to constrain it:

Relative anonymity, decentralized distribution, multiple points of access, no necessary tie to geography, no simple system to identify content, tools of encryption—all these features and consequences of the internet protocol make it difficult to control speech in cyberspace. The architecture of cyberspace is the real protector of speech there.

No single actor could be expected to police a horizontal web. This was the beauty of the internet at the time Derakhshan lost his connection to it. But then Lessig continues:

The first-generation internet might well have breached walls of control. But there is no reason to believe that architects of the second generation will do so, or not to expect a second generation to rebuild control. There is no reason to think, in other words, that this initial flash of freedom will not be short-lived.

Today’s internet requires powerful, identifiable actors who police their own platforms and provide the keys for governments to police them as well. Danny O’Brien, the head of international advocacy at the Electronic Frontier Foundation, one of Silicon Valley’s oldest and biggest digital rights advocacy groups, put it to me this way: “You need the companies to exist if you want to control speech.”

The old internet was hard to police. As Bill Clinton famously said about China’s hope to control the internet, “Good luck! That’s sort of like trying to nail Jell-O to the wall.” But the contemporary internet is nothing like Jell-O. It facilitates control by companies and governments: censorship and abuse, repression and disinformation. It allows for social media companies to regulate every piece of content—and it gives governments the targets for regulation and surveillance. The puzzle is how to deal with this threat: how to regulate it, in a way that protects fundamental human rights.

“Who is in charge?”

This was the question that Roberto Viola, the head of the European Commission’s division responsible for communications network, content, and technology (“DG-CONNECT” in Euro-speak), wanted me to know was at the top of his mind. Meeting at his office on the outskirts of Brussels during the summer of 2018, Viola walked me through the issues on his plate, a menu of ills (and perceived ills) that people face on the internet. But he started our conversation by noting that one simple question must be answered in order to get internet regulation correct: Who is in charge?

Put another way, who polices speech online? Who ensures the protection of individual rights on the internet? Who makes the rules that govern online expression? Who enforces them? Who adjudicates disputes concerning their enforcement? The companies? National governments? The European Commission? Some combination of them? The question is urgent for democratic societies because of some obvious realities: Online platforms have become wide-open spaces for public and private debate; hatred is spreading through them with the help of manufactured amplification; incitement to violence and discrimination seem to flow through their veins; and they have become highly successful and profitable zones for disinformation, election interference, and propaganda. It is also urgent in non-democratic or transitional societies, like Myanmar, where social media is the internet and the public sphere wrapped in one. Whoever is in charge will have massive power over the future of civic space and freedom of expression worldwide. Given the stakes, democratic governance seems essential.

Outside China and Russia, American companies dominate online space and the “moderation” of user-generated content in it. (In techland, companies moderate content and governments regulate it.) They make the rules that govern what users can post or share and see. They provide commercial and political advertisers the ability to target their messages directly to individual users, whose personal information has become an extremely valuable commodity. They are, as the government-harassed founder of the Philippine news outlet Rappler, Maria Ressa, put it to me, “gatekeepers to the news,” in which independent journalists had great faith, only to find company ignorance and denial conducive to manipulation and trolling. They are forums for human interaction, which can be meaningful and uplifting for hundreds of millions if not billions of people—but also can be deeply ugly, abusive, and abrasive.

Online entities, from the old message boards of the 1980s and ’90s to blogs and traditional media outlets managing their comment threads, have always acted as gatekeepers of content. Today’s platform behemoths take it many steps further: They have become institutions of governance, complete with generalized rules and bureaucratic features of enforcement. They have struggled to figure out how to police content at the scale to which they have grown. Often defensive, their business model involves acquiring user content and marketing what they learn about users (about us) to third-party advertisers. Their content policies, and their content policing, are nearly impossible to disentangle from their economic interests, even though the people who make and enforce the policies have, in my experience, a good-faith intention to do the right thing for their users.

This book takes a look at how the dominant American companies—Facebook, Google/YouTube, and Twitter—police their platforms. Of course, others police large platforms, too, including Chinese giants like WeChat and Russian sites like VK—but no others have the global power of these three. It is also a book about government plans to rein in Big Tech’s control of public space, especially efforts by European authorities. The massive accretion of private power over public speech has justifiably unsettled governments, democratic and authoritarian alike. Authoritarians, of course, lack the constraints of legal and electoral accountability to hold them in check. Some want the platforms to block government criticism and basic reporting of such things as corruption and terrorism. In places like Turkey, research suggests that government pressure and demands for platform content takedowns have chilled individual expression and online search.

If, as in some gauzy glorified past, American law operated to protect individuals against monopolistic-minded companies, this would be a book that turned eventually to Congress and the president, maybe also the courts. But American legislators and policymakers seem structurally unable to adopt smart legislation. They are constitutionally myopic in their rigid understanding and politicization of First Amendment values. European governments and institutions, however, are playing the lead role in the democratic world in seeking to reclaim the authority to develop content rules for the internet, and those moves and rhetoric have implications worldwide. They could show the way toward rights-oriented regulation, or they could give cover to those who want to undermine rights in favor of protections against vague concepts like extremism and national security.

Outside the United States, the argument is direct: Policing is a public function, and government has a responsibility to get companies to tamp down on hate speech, terrorist content, disinformation, child sexual abuse, privacy interference, and political manipulation. While this is legitimate, in practice, attempts at regulation are paradoxically increasing corporate power—American corporate power—to be in charge of vast swaths of global public forums. Regulators demand adherence to rules concerning expression but have been unwilling or unable to think creatively about how public institutions, especially judiciaries, can incentivize compliance with the rights of users and can supervise corporate behavior; instead, they leave it to the companies to enforce and adjudicate—and often to censor.

Meanwhile, the activists, journalists, and academics who are often on the front lines of political debates have little input into the rules. Many feel squeezed between the overt power of the state and the covert corporate forces policing their content and shaping the information environment they work in. Nobody wants or expects a lawless environment, whether it’s the law of the state or the law of the platform. But as corporations have gained greater control over public space, the human subjects of “content moderation” want to know the rules that govern the platforms and the secret accommodations that companies afford governments.

It’s time to put individual and democratic rights at the center of corporate content moderation and government regulation of the companies. Around the world, the global standard is not, “Congress shall make no law …” but rather the Universal Declaration of Human Rights’s Article 19 protection, “Everyone has the right to freedom of opinion and expression; this right includes freedom to hold opinions without interference and to seek, receive, and impart information and ideas through any media and regardless of frontiers.” For many in the democratic world, their laws governing expression track the UDHR and its binding progeny, the International Covenant on Civil and Political Rights (a treaty ratified by over 170 states whose Article 19 grew out of the UDHR). Under treaty law, governments may restrict expression where necessary and proportionate to protect legitimate interests, such as the rights of others, public order, or national security, which can provide a basis for companies to deal with some of the ills of the contemporary internet. If these were the standards that companies applied, rather than the discretionary rules embedded in their terms of service, they would have the capacity to make principled arguments to protect their users in the face of authoritarian and democratic governments alike.

Facebook CEO Mark Zuckerberg told an interviewer in 2018 of his search for shared values that could be acceptable to his global community of users: “I’ve been working on and thinking through [this question],” Zuckerberg said. “How can you set up a more democratic or community-oriented process that reflects the values of people around the world?” This is what people outside the United States often find so remarkable and, in its way, arrogant and ignorant. Could he really only be struggling with that in 2018, after all the content scandals of recent years? Did he not know that global norms of free speech do exist in places like the Universal Declaration of Human Rights? He has a global platform, with users and activists whose principal reference for rights is international human rights law, so why not look at global norms?

Zuckerberg is not alone. It was only in August 2018 that Jack Dorsey, co-founder and CEO of Twitter, admitted that “our early values informed our rules” and “we need to root these values in human rights.” Until recently, American giants—their policy officials and lawyers marinated in American law, institutions, politics, and culture—have virtually ignored the global vocabulary and norms of free speech in favor of Americanized terms of service and community guidelines or rules. This is untenable, and they are starting to recognize it.

In place of what the companies offer now, digital rights activists often argue for something else: public recognition by the dominant companies that they have massive impact on the rights of billions of individuals and the societies in which those individuals live; company commitment to translate this acceptance into the norms that govern their platforms, namely a commitment to apply international human rights law; and a radically different approach to public accountability, especially public involvement in their rulemaking, publicly accessible data showing how they enforce their rules, and appeals systems for the hardest cases. They also need to adopt processes to ensure that local communities, far from the deceptively playful offices and baristas-on-demand of California, have a vested interest in the policing of the platforms—something they lack almost entirely today.

But this is not merely an industry-driven problem; it is a democracy problem. Governments need to encourage corporations to adopt transparent rules and enforcement strategies, perhaps even through binding regulatory requirements—but not through heavy-handed regulation of content or the fear of penalties that could undermine competition and innovation. Much of this book will underscore that, in democratic societies at least, the pressure on companies has led to an outsourcing of public roles to private actors, which amounts to an expansion of corporate power instead of constraints on it. I show how this is happening in some of the key areas of public concern: hate speech, terrorist content, and disinformation. Ultimately, I take away from these stories two sets of recommendations, one set calling for significant rethinking of how the companies moderate content on their platforms, the other calling for government regulation not to interfere with content decisions but to encourage that the platforms promote and protect the freedom of expression of all their users and the integrity of public institutions.
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