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			Praise for Leadership by Algorithm

			“Everyone is talking about artificial intelligence, but no one has a clue how it will affect the way organizations are managed… until now. David De Cremer, a leading expert, has written the most informative book I’ve read on how algorithms will change leadership—and which parts are unlikely to be replaced by a machine.”

			 Adam Grant, New York Times bestselling author of Originals and Give and Take, and host of the chart-topping TED podcast WorkLife

			“Will your next boss be a robot? In case you haven’t pondered your AI future, David De Cremer—one of the ‘World’s Top 30 Management Gurus’—has done it for you in his fascinating book, Leadership By Algorithm. Read your future today.”

			James Bradley, three-times New York Times bestseller  and author of Flags of Our Fathers

			“David De Cremer, one of the top gurus in corporate culture, provides unique insight in Leadership by Algorithm as to what leadership means in the AI age. Ignore at your peril!”

			Alexandros Papaspyridis, Director Higher Education  at Microsoft Asia Pacific Japan

			“The tech revolution is happening. But what we need now is a revolution in leadership and in organisations. David De Cremer expertly maps out how this can and must happen.” 

			Stuart Crainer, co-founder Thinkers50

			“Leadership by Algorithm is a must read for those who want to understand how in the AI era companies have to be run and what kind of leadership will be needed. Thought provoking!”

			James Liang, Chairman, former CEO and co-founder of Ctrip

			“Leadership by Algorithm is timely, novel, smart and refreshing, providing an enlightened view on how humans and machines can successfully work together to lead the organization of tomorrow. Required reading for all future business leaders!”

			Francisco Veloso, Dean of Imperial College of Business

			“An insightful and thought provoking book which should be essential reading for all leaders operating in an increasingly technology fuelled world.”

			Melanie Richards, Deputy Chair KPMG in the UK

			“As the power of AI touches practically every facet of our lives, Dr De Cremer’s Leadership by Algorithm is a must-read. His incisive analysis and thought-provoking ideas offer every reader fresh perspectives and prudent insights that are essential in riding on this massive revolution. Brilliant work.”

			Yeow-Kwang Guan, CEO, Mizuho Bank Singapore 

			“Leadership by Algorithm is a wonderful exploration of how artificial intelligence will transform management and leadership. The book makes bold predictions about the nature and role of leadership in tomorrow’s organisations, and will fundamentally change the way you think about the role that algorithms will and should play in organizations. A truly original and insightful book!”

			Bert De Reyck, Dean of UCL School of Management

			“Leadership by Algorithm is extremely topical, and can give us guidance on how to redefine leadership for the next decade.”

			Peter Hinssen, serial technology entrepreneur and author  of The New Normal and The Day After Tomorrow

			“David De Cremer addresses the weighty topic of the appropriate organizational roles for AI and algorithms in a way that is lucid, accessible, and thought provoking. AI plays an increasingly vital part in the functioning of business and society. As this book points out, true leaders need to consider, thoughtfully, the associated opportunities and risks to respond in a way that is genuinely wise, not merely clever.”

			Robert Koepp, Principal of Geoeconomix and former  director of The Economist Group

			“The business world moves in fast and volatile ways, which requires companies today to augment human intelligence by employing artificial intelligence systems. But, how to do this? In Leadership by Algorithm, David De Cremer addresses this question and introduces you to a whole new way of thinking about the role that algorithms will and should play in organizations to win. Highly recommended!”

			Alex Schenk, Head FRA Operations Novartis Business Services

			“In our rapidly technologizing times, AI may be blazing a trail but sound leadership is essential for harnessing its full potential. Leadership by Algorithm provides powerful insights for riding this critical wave.” 

			Sun Sun Lim, author of Transcendent Parenting: Raising Children in the Digital Age and Professor and Head of Humanities, Arts and Social Sciences, Singapore University of Technology and Design 

			“Like the long-discussed dispute over efficiency and equality, the rapid development of AI gives rise to the discussion whether the pursuit of maximizing efficiency at the cost of a less humane society is acceptable? Leadership by Algorithm echoes the importance of using AI in wise ways to improve the human condition—a purpose that technology is originally developed to serve. Thought-provoking!”

			Frederick Shen, CIO, Aeternam Stella Investment Group

		

	
		
			For Hannah – with the aspiration for her to live an authentic life in a nearly automated future!

		

	
		
			Prologue

			I’m seated at a round table where I am being introduced to several conference attendees. Our table is not the only one in the room. Many other round tables fill up the ballroom and have people seated in nice suits and dresses. After being introduced to my neighbors, I sit down and look around for a moment to make myself familiar with the context.

			It is 7pm on a Thursday evening. I am a young scholar, only having received my PhD a few years ago, and I find myself in the midst of a fancy business event. When I was invited by a colleague, I was unsure about whether to go, not knowing how it could be relevant for my research. Did I have anything in common with these executives? It took some persuasion, but eventually my colleague convinced me and here I was. So, to make the best out of it, I started talking to my neighbor. 

			He was a young, ambitious person, who seemed to have it all figured out. He was recently promoted to an executive position and had a clear idea about what success was and how to achieve it. Clearly someone who knew what he was doing. I became intrigued with his acute drive to talk about his successes and his conviction that you have to push limits until you get what you want. 

			After listening for a while, I managed to ask him a question. My question, which must have sounded quite naïve to those sitting at my table, was how he was so convinced that a business world where everyone would be pushing the limits continuously could survive. Wouldn’t it be the case that such behavior, shown by all, would create problems and maybe damage or even destroy the system that had been built? 

			As I expected, he was surprised, and for a second it almost looked like he didn’t know what to say. However, he quickly overcame his surprise and simply responded that such a situation would never happen. If there was any risk that our behavior would lead to threats to our organizations or society, he was convinced that science and technology would solve it. In his view, technology allowed us to push beyond our human limits and helped to overcome any challenges that we may encounter. 

			Somewhat taken by his answer, I followed up with another question, asking him whether such a belief in the almost superpower of technology would not make him too dependent on that same technology. Wouldn’t that make him surplus to requirements in the long term? He looked at me in disbelief and said with a grin on his face that I should not worry about that, because it would never be an issue. He then turned his attention to the neighbor on his other side, which made clear to me that our conversation was finished.

			As a young scholar, but also as a person, this conversation made a deep impression on me. The story stayed with me for many years, but eventually I forgot about it. Until a few years ago! When I started working on questions addressing the existential drive of humans in developing technology the story came back to me. And, this time, two thoughts kept flashing through my head. 

			First, why was it that my companion at the dinner didn’t seem to be aware that his own behavior was leading to problems that could only be solved if the science of technology made sufficient progress? Second, where did he find that sense of confidence that technology would solve it all for him to remain in charge and to keep doing what he was doing? 

			Both questions are important to ask, but I was particularly intrigued by the thought that someone could be so confident in technology innovation. It made me curious as to the kind of future that awaits us when technology will have the potential to impact on our lives in such a significant way. What kind of technology would that be and how would it affect us?

			Well, as you are probably all aware, today we are living in an era where exactly this kind of technology innovation is knocking loudly on all of our doors. It is a strong and confident knock from a technology ready to take its place in human society. What am I talking about? Clearly, I am talking about artificial intelligence (AI).

			Today, AI is beyond cool! Every advancement that is made in the field of technology is hailed as a great triumph by many. And with that triumph its impact becomes visible and that impact is recognized as significant. Indeed, AI brings the message that our world will change fundamentally. 

			In a sense, the rapid development of AI and its many applications gives us a peek into a future where our society will function in a completely different way. With the arrival of AI, we can already see a future in place that forces all of us to act now. AI is the kind of technology innovation that is so disruptive that if you do not start changing your ways of working today, there may not even be a future for you tomorrow.

			While this may come across as somewhat threatening, it is a future that we have to be serious about. If Moore’s law – the idea that the overall processing power of computers will double every two years – is applicable, then in the next decade we should be ready to witness dramatic changes in how we live and work together. All of this buzz has made me – just as when I met the very ambitious executive – curious about a technology-driven future. For me, AI is acting as a time machine, helping us to see what could be, but at a moment in time that we actually still have to build it. And, this is an interesting thought. 

			Why?

			Well, if we consider AI as a kind of time machine, giving us a peek into the future, we should use it to our benefit. Use it in a way that can help us to be conscious and careful about how we design, develop and apply AI. Because once the future sets in, the past may be remembered, but it will be gone. 

			Today, we still live in a time where we can have an impact on technology. Why am I saying this? Let me respond to this question by referring to a series on Netflix that I very much enjoyed watching. The series is called Timeless and describes the adventures of a team that wants to stop a mysterious organization, called Rittenhouse, from changing history by making use of a time machine. 

			In the first episode, the relevance to our discussion in this book is obvious right away. There, one of the main characters, Lucy Preston, a history professor, is introduced to Connor Mason, who is the inventor of a time machine. Mason explains that certain individuals have taken control of a time machine, called the Lifeboat, and gone back in time. With a certain weight in his voice, he makes clear that “history will change”. Everyone in the room is aware of the magnitude of his words and realizes the consequences that this will have on the world, society and maybe even their own lives. 

			Lucy Preston responds emotionally by asking why he would be so stupid as to invent something so dangerous. Why invent technology that could hurt the human race in such significant ways (i.e. changing its own history)? The answer from Mason is as clear as it is simple: he didn’t count on this happening. And, isn’t this how it usually goes with significant technological innovations? Blinded by the endless opportunities, we don’t want to waste any time and only look at what technology may be capable of. The consequences of an unchecked technology revolution for humanity are usually not addressed. 

			Can we expect the same thing with AI? Are we fully aware of the implications for humanity if society becomes smart and automated? Are we focusing too much on developing a human-like intelligence that can surpass real human intelligence in both specific and general ways? And, are we doing so without fully considering the development and application dangers of AI? 

			As with every significant change, there are pros and cons. Not too long ago, I attended a debate where the prospects of a smart society were discussed. Initially the focus was entirely on the cost recommendations and efficiencies that AI applications would bring. Everyone was happy so far. 

			At one point in the debate, however, someone in the audience asked whether we shouldn’t evaluate AI more critically in terms of its functionality for us as human beings, rather than on maximizing the abilities of the technology itself. One speaker responded loudly with the comment that AI should definitely tackle humanity’s problems (e.g. climate change, population size, food scarcity and so forth), but its development should not be slowed down by anticipatory thoughts on how it would impact humanity itself. As you can imagine, the debate became suddenly much more heated. Two camps formed relatively quickly. One camp advocated a focus on a race to the bottom to maximize AI abilities as fast as possible (and thus discounting long-term consequences for humanity), whereas the other camp advocated the necessity of social responsibility in favor of maximizing technology employment.

			Who is right? In my view, both perspectives make sense. On the one hand, we do want to have the best technology and maximize its effectiveness. On the other hand, we also want to ensure that the technology being developed will serve humanity in its existence, rather than potentially undermining it.

			So, how to solve this dilemma? 

			In this book, I want to delve deeper into this question and see how it may impact the way we run our teams, institutes and organizations, and what the choices will be that we have to make. It is my belief that in order to address the question of how to proceed in the development and application of algorithms in our daily activities, we need to agree on the purpose of the technology development itself. What purpose does AI serve for humanity and how will this impact the shaping of it? This kind of exercise is necessary to avoid two possible outcomes that I have been thinking about for years. 

			First, we do not want to run the risk that the rapid development of AI technologies creates a future where our human identity is slowly removed and a humane society becomes something of the past. Like Connor Mason’s time machine that altered human history, mindless development of AI technology, with little awareness of its consequences for humanity, may run the same risks. 

			Second, we push the limits of technology advancement with the aim for AI to augment our abilities and thus to serve the development of a more (and not less) humane society. From that point of view, the development of AI should not be seen as a way to solve the mess we create today, but rather as a means of creating opportunities that will improve the human condition. As the executive I met as a young scholar proclaimed that technology is developed to deal with the problems that we create, AI technology developed with the sole aim of maximizing efficiency and minimizing errors will reduce the human presence rather than augment its ability.

			Putting these two possible outcomes together made me realize that the purpose served by investing so much in AI technology advancement should not be to make our society less humane and more efficient in eliminating mistakes and failures. This would result in humankind having to remove itself from its place in the world to be replaced by another type of intelligence not burdened by human flaws. If this were to happen, our organizations and society would ultimately be run by technology. What will our place in society be then?

			In this book, I will address these questions by unravelling the complex relationship that exists between on the one hand our human desire to constantly evolve, and the drive for fairness and co-operation on the other hand. Humans have an innate motivation to go where no man has gone before. The risk associated with this motivation is that at some point we may lose control of the technology we are building and the consequence will be that we will submit to it.

			Will this ever be a reality? Humans as subordinates of the almighty machine? Some signs indicate that it may well happen. Take the example of the South Korean Lee Sedol, who was the world champion at the ancient Chinese board game Go. This board game is highly complex and was considered for a long time beyond the reach of machines. All that changed in 2016 when the computer program AlphaGO beat Lee Sedol four matches to one. The loss against AI made him doubt his own (human) qualities so much that he decided to retire in 2019. So, if even the world champion admits defeat, why would we not expect that one day machines will develop to the point where they run our organizations? 

			To tackle this question, I will start from the premise that the leadership we need in a humane society is likely not to emerge through more sophisticated technology. Rather, enlightened leadership will emerge by becoming more sophisticated about human nature and our own unique abilities to design better technology that is used in wise (and not smart) ways.

			Let me take you on a journey, where we will look at what exactly is happening today with AI in our organizations; what we can expect from moving into a new era where algorithms are developed for each task; what kind of influence it will have on how we will run our organizations in the future; and how we should best approach such radical transformation. 

			The time machine is waiting, but this time with the aim to inform us and make us smarter about the ways in which we can design technology to improve humanity.

		

	
		
			Chapter 1: Entering a New Era

			In 1985, Mark Knopfler and his band Dire Straits released a song about a boy who got the action, got the motion and did the walk of life. This boy became the hero in many a young kid’s fantasy. In the 21st century, we have another kind of hero, something that is not human. Now, we admire the use of algorithms in all walks of life.

			However, it is also important to note that AI is not some new phenomenon that has only arrived in the last few years. In fact, the notion of AI was used for the first time in 1956. At that time, the eight-week long Dartmouth Summer Research project on AI at Dartmouth College in New Hampshire was organized. The project included names like Marvin Minsky, John McCarthy and Nathaniel Rochester, who would later become known as the founding fathers of AI.

			So, early on in the second half of last century, the belief in the super power of AI was already very much present. Consider, for example, the quote of Herbert A. Simon, Nobel laureate in economics, who wrote in 1965: “machines will be capable, within 20 years, of doing any work a man can do.” However, researchers failed to deliver on these lofty promises. Since the 1970s, AI projects have been heavily criticized for being too expensive and using too formalized, top-down approaches which fail to replicate human intelligence. And as a result, AI research was partly frozen, with no real progress being made. Until now! 

			AI witnessed a comeback in the last decade, primarily because the world woke up to the realization that deep learning by machines is possible to the level where they can actually perform many tasks better than humans. Where did this wake-up call come from? From a simple game called Go. 

			In 2016, AlphaGo, a program developed by Google DeepMind, beat the human world champion in the Chinese board game, Go. This was a surprise to many, as Go – because of its complexity – was considered the territory of human, not AI, victors. In a decade where our human desire to connect globally, execute tasks faster, and accumulate massive amounts of data, was omnipresent, such deep learning capabilities were, of course, quickly embraced. 

			As a result, we are now witnessing an almost obsessive focus on AI and the benefits it can bring to our society, organizations and people. This obsessive focus, combined with an exponential increase in AI applications, has resulted in a certain fear that human intelligence may well be on the verge of being challenged in all facets of our lives. Or, to be more precise, a fear has emerged in society that we, as humans, may have entered an era where we will be replaced by machines (for real, this time!).

			However, before we address the challenge (some may even call it a threat) to our authentic sense of the human self and intelligence, we need to make clear what we are talking about when we talk about AI. Although the purpose of this book is not to present a technical manual to work with AI, or to teach you how to become a coder, I do feel that we first need to familiarize ourselves with a brief definition of AI.

			In its simplest form, AI can be seen as a system that employs techniques to make external data – available everywhere in our organizations and society – as a whole more transparent. Making data more transparent allows for interpreting data more accurately. This allows us to learn from these interpretations and subsequently act upon them to promote more optimal ways of achieving our goals.

			The technique that is known to all and drives our learning from data is called machine learning. It is machine learning that creates algorithms that are applied to data with the aim of promoting our understanding of what the data is actually saying. Algorithms are learned scripts for mathematical calculations that are applied to data to arrive at new insights and conclusions that we may not directly see. Specifically, they allow us to arrive at insights that can help us to develop more comprehensive and more accurate predictions and models. Algorithms act in autonomous ways to identify patterns in data that signal underlying principles and rules. 

			As you can easily see, algorithms are not only useful but powerful tools in a society interested in continuously improving and enhancing knowledge. Indeed, algorithms are en route to serve such an important function to how we act and live in society that they will be as much part of our social and work lives as other human beings. In other words, the ability of algorithms to analyze, work with and learn from external data, means that algorithms today have reached a level where they can interact and partner with the outside (human) world.

			The rise of algorithms in organizations

			When you look around today and see what excites people about the future, it quickly becomes clear that the influence of our new hero (the algorithm in action) is rapidly growing, especially in domains where the potential for realizing significant cost savings is high. One such domain concerns our work life, where algorithms are increasingly becoming part of how organizations are managed.1 Although it may be a scary development for some of us, there are good reasons why algorithms are applied to a wide variety of problem-solving operations.2

			Let us first look at the economic benefits. Current estimates show that the application of AI in business will add at least $13trn to the global economy in the next ten years. In a recent report by PwC, it was predicted that using AI at a larger scale – across industries and society – could boost the global economy by $15.7trn by 2030.3,4

			Why do we expect AI to contribute in such enormous ways to the global economy? Mainly because algorithms are expected to have an impact on how businesses will be managed and controlled (as indicated by 56% of interviewed managers by Accenture) and therefore will facilitate the creation of a more interesting and effective work context (as indicated by 84% of managers interviewed by Accenture).5,6 This enhancement in effectiveness will ensure economic growth. Indeed, surveys worldwide indicate that the adoption of algorithms in the work context will help businesses to promote the fulfilment of their potential and create larger market shares.7,8

			For some, these numbers have been used to suggest that algorithms represent steroids for companies wanting to perform better and faster. It is nevertheless a reality that companies today are developing new partnerships between machines and AI on one hand, and humans on the other hand. Developing and promoting this kind of partnership also has an important implication for humankind. It is likely that the new technology, available to push companies’ productivity and performance to a higher level, is bound to steadily take more autonomous forms that will enable humans to offload parts of their jobs. Importantly, this development is not something that is likely to happen tomorrow. In fact, it has arrived already. AI is developing so fast that an increasing number of machines are already capable of autonomous learning. In reality, AI has achieved a level of development that makes it capable of taking actions and making decisions that previously were only considered possible under the discretion of humans. 

			If this is the case, then it is no surprise that the availability and possibility of implementing intelligent machines and their learning algorithms will have a significant impact on how work will be executed and experienced. This reality is hard to deny because the facts seem to be there. As mentioned earlier, Google’s DeepMind autonomous AI beat the world’s best Go-player, and recently Alibaba’s algorithms have been shown to be superior to humans in the basic skills of reading and comprehension.9

			If such basic human skills can be left to machines and those machines possess the ability to learn, what then will the future look like? This predicted (and feared?) change in the nature of work will be seen across a broad range of jobs and professions. It is already widely accepted that automation of jobs in the business world is happening. For example, algorithms are being employed to recruit new staff, decide which employees to promote, and manage a wide range of administrative tasks.10,11,12

			But companies are not just investing in complex algorithms for passive administrative tasks that can lead to hiring the best employees. They are also being used already for more active approaches. For example, the bank JPMorgan Chase uses algorithms to track employees and assess whether or not they act in line with the company’s compliance regulations.13 Organizations thus see the benefit of algorithms in the daily activities of their employees.

			As another case in point, companies have set out to enable algorithms to track how satisfied employees feel, in order to predict the probability of them resigning. For any organization this type of data is important and useful in promoting effective management. After all, once the right kind of people are working in the organization, you want to do all you can to keep them. In that respect, an interesting study from the US National Bureau of Economic Research demonstrated that low-skill service-sector workers (where retention rates are low) stayed in the job 15% longer when an algorithm was used to judge their employability.14

			Automation and innovation

			Automation and the corresponding use of algorithms with deep learning abilities are also penetrating other industries. The legal sector is another area where many discussions are taking place about how and whether to automate services. Legal counsellors have started to use automated advisors to contest relatively small fines such as parking tickets.

			The legal sector is also considering the use of AI to help judges go through evidence collected to reach a verdict in court cases. Here, algorithms are expected to help present evidence needed to make decisions where the interests of different stakeholders are involved. The fact that decisions, including the interests of different stakeholders, may become automated should make us aware that automation in the legal sector introduces risks and challenges. Indeed, such use of algorithms may put autonomous learning machines well on the way to influencing fair decisions within the framework of the law. Needless to say, if questions about human rights and duties gradually become automated, we will enter a potentially risky era where human values and priorities could become challenged.

			Another important industry where technology and the use of automated learning machines are quickly becoming part of the ecosystem is financial services. Traders and those running financial and risk management are working in an environment where digital adoption and machine learning are no longer the exception.15 Rather, in today’s financial industry, they seem to have become the default. In fact, the use and application of algorithms to, for example, manage risk analysis or provide personalized products based on the profile of the customer is unparalleled. It has reached the level where we can confidently say that banks today are technology companies first, and financial institutes second. It’s no surprise that the financial industry is forecast to spend nearly $300bn in 2021 on IT, up from about $260bn just three years earlier.16 

			It is not only that banks have embraced technology so much that it has transformed the workings of their industry significantly. No, it is also the other way around. Technology companies are now moving into the financial industry. Indeed, tech companies are becoming banks. Take recent examples such as Alibaba (BABA), Facebook (FB), and Amazon (AMZN); all are moving into providing financial services and products.

			A final important area where we see that the use of autonomous learning algorithms will make a big difference is healthcare.17 The keeping and administration of medical files is increasingly being automated to provide an interconnected and fast delivery of information to doctors.18 Transforming the healthcare industry will also impact medical research, hence better results can be achieved in saving human lives.19 Doctors making use of technology to detect disease and subsequently propose treatment will become more accurate and truly evidence-based. For example, examining how to increase cancer detection in the images of lymph node cells research showed that an AI-exclusive approach had a 7.5% error rate and a human one a 3.5% error rate. The combined approach, however, revealed an error rate of only 0.5% (85% reduction in error).20

			Us versus them?

			Putting all these developments together makes it clear that the basic cognitive skills and physical abilities that humans have always brought to the table are about to become a thing of the past. These abilities are vulnerable to becoming automated and optimized further by fast-processing, learning machines. It is this vision – widely advocated in the popular press – that makes many of us wonder where the limits of automation lie; if there are any. After all, if even the skills and abilities that are essential to what makes us human seem ready to be replaced by AI, and this new technology is able to engage in deep learning and thus continuously improve, what will be left for humans in the future?

			This reflection is not a new one. In fact, it has been around for quite some time. Indeed, in 1965 British mathematician I.J. Good wrote, “An ultra-intelligent machine could design even better machines; there would then unquestionably be an ‘intelligence explosion,’ and the intelligence of man would be left far behind.” In all fairness, such speculation introduces several existential questions. And, it is those kinds of questions that make people very nervous today about the future of humanity in an ecosystem where technology that may overtake us has arrived. In fact, it introduces us to a potential conflict of interest that will make it hard for us to choose.

			On one hand, we are clearly obsessed with the power of AI to bring many benefits to our organizations and society. On the other hand, however, this obsession also creates a moment of reflection that worries us. A reflection that confronts us with the realization that human limits can be solved by technology; ultimately, this means that applying technology may render humans obsolete. In our pursuit for more profit and growth, and a desire to increase efficiency, we may be confronted with a sense of disappointment about what it actually means to be human. 

			This kind of reflective and critical thinking about humanity makes clear that although we fear being replaced, we do look at humans and machines as two different entities. We make a big distinction between humans as us and machines as them. Because of this sentiment, it is clear that the idea of we (humans and machines together) may be difficult to accept. So, if this is the case, how on earth can we talk about a partnership between humans and machines? If we think we are so different that becoming one is impossible, coexistence will be the best situation possible. But even coexistence is feared by many, because this may still lead to humans being replaced by the superior machine. 

			All these concerns point out that we consider humans as actors that are limited in their abilities, whereas we regard machines as entities that can develop and reach heights that ultimately humans will be unable to reach. But, is this a valid assumption? What does science say? Much of the research out there seems to provide evidence that this view may indeed be valid. Studies do suggest that if we look at how people judge the potential of new technology, approach its functionality and predict how to use it in the future, the conclusion seems to be that humans fear being outperformed. Why does science suggest such a conclusion?

			Since the 1970s, scholars have been providing evidence that human experts do not perform as well as simple linear models in things like clinical diagnosis, forecasting graduate students’ success, and other prediction tasks.21,22 Findings like this have led to the idea that algorithmic judgment is superior to expert human judgment.23 For example, research has shown that algorithms deliver more accurate medical diagnoses when detecting heart-rate diseases.24,25,26

			Furthermore, in the world of business, algorithms prove better at predicting employee performance, the products customers want to buy, and identifying fake news and information.27,28 An overall analysis of all these effects (what is called a meta-analysis) even reveals that algorithms outperform human forecasters by 10% on average.29 Overall, the evidence suggests that it is (and will increasingly be) the case that algorithms outperform humans.

			This scientific evidence, combined with our tendency to think of humans and machines as us versus them, poses the question of whether AI will replace people’s jobs at center-stage.30 This question is no longer a peripheral one. It dominates many discussions in business and society, to the extent that websites now exist where one can discover the likelihood of your job being automated in the next 20 years.

			In fact, we do not even have to wait for this scenario to happen. For example, in 2018 online retailer Shop Direct announced the closure of warehouses because nearly 2,000 jobs had become automated. The largest software company in Europe, SAP, has also eliminated several thousands of jobs by introducing AI into their management structure. 

			The framework for today’s society is clearly dominated by the assumption that humans will be replaced by technology whenever possible (human-out-of-the-loop) and that it only makes sense for humans to be part of the business process when automation is not yet possible (contingent participation). Several surveys indicate that it is only a matter of time. For example, an Accenture study revealed that 85% of surveyed executives want to invest more extensively in AI-related technologies by 2020.31 Likewise, a PwC survey revealed that 62% of executives are planning to deploy AI in several management areas.32 Furthermore, a survey by Salesforce Research revealed that, in the service industry, 69% of organizations are actively preparing for AI-based service solutions to be applied. Finally, Yahoo Finance predicts that in 2040 our workforce “may be totally unrecognizable.”33

			Why we think about replacing humans

			Where does this obsession with replacing humans come from? Is it the human default that once we find a limitation – in this case, our own – we believe it must be eliminated and replaced? Is there simply no room for the weak? A matter of accepting that once a stronger villain arrives in town, the old (and weaker) one is replaced? If this is the case, then this kind of thinking will transform the discussion about the human-AI relationship into a zero-sum game. If one is better (and thus wins), then the other loses (and is eliminated). Where does the belief in this logic come from? 

			To answer this question, it is worthwhile to look at the distinction that the famous French philosopher René Descartes made between mind and body.34 The body allowed us to do physical work, but, with the industrial revolution taking place, we were able to replicate our physical strength by utilizing machines. The enormous advantage was that we could now work faster and create more growth and profit. Importantly, however, it also allowed us to free ourselves from physical labor and move our attention towards the power of our brain. This led to humans becoming more sophisticated and creative, and able to come up with new ways of dealing with reality. Our move towards the mind, and away from the body, meant that we submitted for the first time to the machine. With machines doing the mindless physical work, rendering the human body obsolete, we were then able to devote most of our time to work that requires the application of the mind.

			In the 21st century, it is our mind that is now being challenged by the technology revolution. Our mental capacity simply cannot compete with the speed of algorithms to process data, as well as their ability to learn and optimize any outcome in almost unlimited ways. These developments mean that, as a society, we have entered yet another phase of great opportunities which can benefit and further our interests. However, the opportunity available is not the augmentation of our physical strength to bring material success, but the augmentation of our cognitive strength. When using the idea of the body and mind to look at these developments, we may well have reason to be afraid.

			In the past, we became dependent on the machine to do our physical work.
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