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Roman numerals refer to gender classes.

## 1 Typological distinctions in word-formation

Alexandra Y. Aikhenvald

## 0 Introduction

This chapter deals with patterns of word-formation, their classification and parameters of cross-linguistic variation. Grammatical words (section 1) in most languages have an internal structure; the typological parameters which account for their cross-linguistic variation are discussed in section 2. Word-formation processes correlate with syntax in different ways depending on language type. One such word-formation process - known as 'the most nearly syntactic of all' (Mithun (1984)) - is noun incorporation, discussed in section 3.

The structure of words in a language can be more or less iconically motivated (see section 4). Word-formation, traditionally, falls into compounding and derivation. A compound consists of morphemes which could be free (see section 5), while derivation involves the use of different classes of bound morphemes and of morphological processes to form words (see section 6). Word-formation processes vary in terms of their productivity see section 7 . Word-formation processes are prone to distinct patterns of grammaticalization and lexicalization - see section 8 . A brief summary is given in section 9, and in section 10 I provide suggestions for field workers describing word-formation in previously undocumented or poorly documented languages.

## 1 The word

Word-formation accounts for the structured organization of the lexicon. The lexicon is usually conceived of as a list of the form-meaning correspondences conventionalized by speakers, but which are largely arbitrary. However, this list may be structurally organized. The principal function of word-formation is the enrichment of the lexicon by forming new words; for instance, redden and reddish in English are regular derivations based on red.

What is a word? 'Word' has, for a long time, been recognized as a universal unit by scholars of varied persuasions. The concept of the word is, however, at least twofold. Many languages make a distinction between phonological and grammatical word (though the majority of grammars do not pay enough
attention to this distinction: see Dixon (1977, 1988); Foley (1991); S. R. Anderson (1985a)).

A phonological word can be defined as a prosodic unit not smaller than a syllable. Cross-linguistic criteria used to distinguish the phonological word include: (i) stress and other prosodic characteristics; (ii) phonotactics, and phonological rules which apply either word-internally or across word boundaries. See further discussion in Dixon and Aikhenvald (2002).

A grammatical word consists of a number of grammatical elements which (i) always occur together, rather than scattered through the clause (the criterion of cohesiveness); (ii) occur in fixed order; and (iii) have a conventionalized coherence and meaning (Dixon and Aikhenvald (2002); see also Dixon (1977:88, 1988:21-31); Matthews (1991)). Criterion (iii) relates to both the number of morphemes per word and the expression of grammatical categories which are obligatory for a grammatical word to be well-formed in a given language. In most non-isolating languages (see section 2), a grammatical word must include at least one inflectional morpheme. For instance, in Yidiny it can have only one (Dixon (1977)). In North Arawak languages of South America a grammatical word must contain at least one root morpheme and not more than one prefix. The presence of inflectional morphemes is not obligatory in grammatical words in Kaingang (Gê), which shows a general tendency toward isolating typology (Wiesemann (1972)).

Grammatical and phonological words often, but not always, coincide (e.g. Lehiste (1964); Dixon and Aikhenvald (2002)). Thus, many languages have clitics which constitute grammatical words on their own but must be attached to another grammatical word within one phonological word and thus cannot form a phonological word on their own, e.g. -n't as in English mustn't.

Further distinctions within the concept of word include word as an orthographic unit (a useful tool for counting the number of words while composing a telegram; however, it is applicable only to languages with an institutionalized writing system) and word as a lexical unit - that is, a unit which can be treated as one entry in a dictionary (see Mugdan (1994:2551)). Lexical units, whose form-meaning association is hardly predictable on the basis of the meaning of their components, are not limited to a list of words only. Often, a combination of words - a phrase, or even a sentence - can be idiomatic, or noncompositional. In English, expressions like she spilt the beans or willy-nilly ought to be included in lexical listings, based on the arbitrariness of lexical information.

In this chapter, we will limit ourselves only to words as grammatical units, concentrating on discovering the principles of the internal structure of words and their cross-linguistic variability, rather than on the arbitrariness of the formmeaning correlations. For this reason idiomatic combinations of words will not be discussed any further. Throughout the chapter, when we say 'word', we are
referring to 'grammatical word' (see Dixon and Aikhenvald (2002), for further discussion).

## 2 Morphological typology and word-formation

The traditional parameters used for morphological typology of languages starting from the nineteenth century were largely based on the differences in their internal word structure. These parameters are of two kinds. The first one is based on the transparency of morphological boundaries between the morphemes within a grammatical word, and the second one relates to the degree of internal complexity of words (see E. Sapir (1921)).

### 2.1 Transparency of word-internal boundaries

Based on this parameter, three types of language are recognized: isolating, agglutinating, and fusional.

An isolating language typically has a one-to-one correspondence between a morpheme and a word; that is, in such a language every morpheme is an independent word. An example of an almost perfectly isolating language is Vietnamese, as illustrated in (1) (Thompson (1987:207)).
Chi ây quên
s/he ANAPHORIC forget
'She (or he) forgets', or 'She (or he) has forgotten', or
'She (or he) will forget'

Every word in this sentence is invariable. There is no morphological variation for tense, or for grammatical function. Where English grammar would require a reference to time in the verb in every sentence, in speaking Vietnamese one is not required to have this. The time reference is understood from the context; so (1) could also be translated as 'She (or he) has forgotten' or as 'She (or he) will forget'. If time reference is important, a time word or an aspect marker - also a separate word - can be inserted. In (2), an 'anterior' aspect marker is used in the same sentence as (1) to indicate that the action of 'forgetting' started before the time of the utterance.

| Chi ầ áy | đã |
| :--- | :--- |
| s/he ANAPHORIC | ANTERIOR forget |
| 'She (or he) forgot' or 'She (or he) has forgotten' |  |

It is in general true that every word in Vietnamese consists of just one morpheme; however, the existence of productive compounding and its lexicalization results in the creation of words of more complicated structure, e.g.
hôm nay (day now) 'today', hôm kia (day that) 'day before yesterday', hôm kía (day that; more remote than kia) 'two days before yesterday'.

In an agglutinating language, a word may consist of several morphemes but the boundaries between them are clearcut. There is typically a one-to-one correspondence between a morpheme and its meaning, and a morpheme has an invariant shape which makes it easy to identify. Hungarian and Turkish are classic examples. A noun is easily segmentable into a lexical stem, a number affix and a case affix. An extract from the Hungarian noun declension paradigm for ember 'man' is illustrated below.

|  | Singular | Plural |
| :--- | :--- | :--- |
| Nominative | ember | ember-ek |

In fusional - sometimes misleadingly called (in)flectional - languages there is no clear boundary between morphemes, and thus semantically distinct features are usually merged in a single bound form or in closely united bound forms. Extracts from Russian nominal paradigms for dom 'house' and koška 'cat' below illustrate this point.

|  | Declension 1 |  |  | Declension 2 |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Singular | Plural |  | Singular Plural |  |
| Nominative | dom | dom-a |  | košk-a | košk-i |
| Accusative | dom | dom-a |  | košk-u | košek |
| Dative | dom-u | dom-am |  | košk-e | košk-am |
| Instrumental | dom-om | dom-ami | košk-oj | košk-ami |  |

An affix like -ami cannot be segmented into a marker for number and a marker for case; and in a word like košek ('cats' accusative plural) the stem itself is fused with case and number. Along similar lines, in Latin the final $-a$ of femina 'woman' expresses the meanings: nominative case, singular number and feminine gender (as well as first declension).

The term (in)flectional, sometimes used in place of fusional, is misleading: we will see in section 11 that both fusional and agglutinating languages, as opposed to isolating languages, can have inflectional morphology.

Fusion and agglutination are best treated as quantitative notions. Even the 'classic' agglutinating languages such as Turkish or Hungarian may be problematic with respect to the treatment of boundaries and the existence of variants of morphemes (allomorphs). These languages are known for vowel harmony across morphemic boundaries, e.g. Hungarian ember-ek-ben (man-PL-LOc) 'in men', but ásztal-ok-ban (table-PL-LOC) 'in tables'. In addition, Hungarian has a
certain amount of stem alternation in the formation of plurals (e.g. szó 'word', pl. száv-a-k) (see Hagège (1990) on the tendency of an agglutinating morphology to develop into a fusional, or partly fusional, type). Various phonological processes apply across morpheme boundaries, and, as a consequence, the morpheme boundaries may become blurred, which yields the creation of fusional morphology (see section 6). ${ }^{1}$

### 2.2 Internal complexity of grammatical words

The second typological parameter has to do with the number of morphemes per word. This typological dimension is largely complementary to that described in section 2.1.

Analytic languages tend to have a one-to-one correspondence between a word and a morpheme; they have few if any bound morphemes. Vietnamese (1-2 above) or Mandarin Chinese are good examples of analytic languages.

In contrast, in synthetic languages a word consists of several morphemes, and there are numerous bound morphemes. Hungarian or Russian are representative of synthetic languages.

Polysynthetic languages (also sometimes called 'incorporating': see section 3, on the reasons for distinguishing these terms) are characterized by extreme internal complexity of grammatical words. Here, the bound morphemes often express semantic content reserved for lexemes in languages of other types. Polysynthesis basically refers to the possibility of combining large numbers of morphemes (lexical and grammatical) within one word, as in the following example from West Greenlandic (Fortescue (1994:2602)):

> anigu-ga-SSa-a-junna-a-ngajal-luinnar-simassa-galuar-put avoid-PASS-PART-FUT-be-no.longer-almost-really-must-however3pL.INDIC
> 'They must really almost have become unavoidable but . . .'

Interest in polysynthesis has grown considerably since the 1990s, due to an increasing amount of new data from different parts of the world (Foley (1986, 1991); De Reuse (1994); Fortescue (1994); among others). The following traits tend to cluster in polysynthetic languages, although none of them is defining by itself (Fortescue (1994:2601)):
(I) noun stem incorporation within the verbal complex, and incorporation of adjectival stems within nouns (see section 3);

[^0](iI) a large inventory of bound morphemes, together with a limited set of independent stems;
(III) derivational processes productive in the formation of individual sentences, the verbal word being a minimal sentence;
(Iv) pronominal cross-referencing of subjects, objects, and sometimes also of other arguments (obliques, or datives) on the verb, and of possessors on nominal forms;
(v) integration of locational, instrumental and other adverbial elements (manner, etc.) into the verb complex as bound morphemes;
(vi) many possible affixal 'slots', just a few of them obligatory, within a verbal word.
Concomitant properties of polysynthetic languages include relatively free pragmatic constituent order, possibilities of variable morpheme ordering and head-marking.

Many, but not all, polysynthetic languages have noun incorporation (section 3). Most can have a wide range of recursively occurring affix types (verbalizers, nominalizers, adverbial type 'postverbs') with an extremely large overall stock of affixes (e.g. 400-500 in West Greenlandic, and 200 in Kwakwala). Yet other languages are typified by a large number of affixes attached to different slots only within a verbal complex ('field-affixing': Fortescue (1994:2602)). They can be suffixing (Yupik, or West Greenlandic), or suffixing and prefixing (e.g. Nadëb, from the Makú family; Guahibo languages from Colombia; or North Australian languages).

The combination of these properties is also attested. A combination of incorporation and 'field'-affixing can be illustrated with the structure of the verb complex in Traditional and Modern Tiwi (Osborne (1974); Lee (1987: 152-3)) see table 1.1. (Modern Tiwi, spoken by the younger generation, has been simplified within a contact situation: Lee (1987:155-6).)

Example (4) shows a chain of prefixes in Traditional Tiwi. All these prefixes are said to be obligatorily used.

$$
\begin{align*}
& \text { warta a-watu-wuji-ngi-mangi-rr-akupuraji yiripuwarta }  \tag{4}\\
& \text { bush 3sG.MASC-morning-CONT-CV-water-CV-fall high.tide } \\
& \text { 'The high tide is falling [literally 'water-falling'] [exposing the] } \\
& \text { land (bush)' (Jennifer Lee, p.c.) }
\end{align*}
$$

Historically, polysynthetic morphology often arises from the combination and subsequent grammaticalization of independent roots. Thus, Fortescue (1992) suggests 'that contemporary Eskimo languages may have developed their complex morphophonemic patterns from a more agglutinative pre-ProtoEskimo stage' (cf. also Foley (1997) for Yimas; Aikhenvald (2003) for Tariana).

Since polysynthetic structures are most often found in head-marking languages, Nichols (1986) suggested that there are no polysynthetic nouns.

Table 1.1 Morpheme slots in Tiwi verb (Lee (1987:152-5))

| Traditional Tiwi | Modern Tiwi |
| :--- | :--- |
| 1. Subject | yes |
| 2. Tense: past, non-past | yes |
| 3. Locative: distant, directional, distant in time | yes |
| 4. Mood 1: subjunctive, frustrative | yes |
| 5. Mood 2: irrealis | yes |
| 6. Temporal 1: 'in the morning' | no |
| 7. Direct object or indirect object | no |
| 8. Aspect 1: durative or non-past habitual, inceptive, common activity | yes |
| 9. Stance: away from camp, or distant in time; walking along | no |
| 10. Emphatic | yes |
| 11. Connective | yes |
| 12. Temporal 2: 'in the evening' | no |
| 13. Concomitative | no |
| 14. $\pm 1$ or 2 incorporated forms | no |
| 15. Verbal root | yes |
| 16. Voice: causative, completive, reflexive, reciprocal | yes |
| 17. Aspect 2: movement; 'on the way' | yes |
| 18. Aspect 3: repetitive, past habitual | yes |
| 19. Locative | no |

However, nouns in some Australian languages (Dench and Evans (1988)) and in some languages from South America (Aikhenvald (1999c)) have been shown to be inflectionally polysynthetic, since they have multiple marking of grammatical function known as 'double case' (see also Plank (1995)).

The distinction between analytic and synthetic languages is a continuum rather than a dichotomy, since languages display different degrees of synthesis. The degree of synthesis or analysis in a given language can be calculated, for instance, by dividing the number of morphemes in a sentence by the number of words. Some languages are considered more synthetic than others. Linguists often talk about 'mildly' polysynthetic languages. This is reflected in the approach of Greenberg (1954) who suggested the use of a quantitative index, M (orpheme) per W (ord) to calculate the degree of synthesis in a language. See Comrie (1981a:44-5) for further discussion of problems which arise there.

Languages which can be considered almost entirely analytic are the isolating languages of Southeast Asia - e.g. Mandarin Chinese, Classical Chinese and Vietnamese - and of West Africa - e.g. Igbo. The languages of Europe, Asia and North Africa are predominantly synthetic, while polysynthetic languages are concentrated in North and South America, in Siberia, in the north of Australia and in some parts of Papua New Guinea (Foley (1986)).

### 2.3 Integrating the two parameters

The degree of synthesis and the treatment of morphological boundaries are relatively independent typological parameters. For a description of a previously undocumented language, it is not enough to say that it is 'analytic', or that it is 'isolating'. It is true that isolating languages tend to be analytic, but the reverse would be wrong: English, which has some fusional morphology, makes extensive use of analytic constructions.

Polysynthetic languages are often agglutinative in that the morpheme boundaries are clearcut, and there is little allomorphic variation. However, some polysynthetic languages do have elements of fusion. For instance, Greenlandic has a well-developed array of fused portmanteau inflections with a great morphophonemic complexity - see Fortescue (1992). The fusion of morphemes in a polysynthetic language is illustrated by (5), from Chiricahua Apache, an Athabascan language (Hoijer (1945:15)). Fused morphemes are underlined.

$$
\begin{align*}
& \text { hà-ń- } \mathrm{P} \text { àh }  \tag{5}\\
& \text { out.of- } 2 \text { SUBJ+IMPF-handle.a.round.object+IMPF } \\
& \text { 'you take a round object (out of enclosed space)' }
\end{align*}
$$

The degree of morpheme fusion and of synthesis have to be defined independently of one another. Figure 1.1 illustrates how the two can be plotted together. Examples of languages are given underneath the diagram.
techniques of joining morphemes


Figure 1.1 Interaction of two types of parameters in word-formation.
(1) Vietnamese and Classical Chinese are typical examples of isolating analytic languages.
(2) Hungarian is a typical agglutinating synthetic language.
(3) Russian is a fusional synthetic language.
(4) Yupik Eskimo is a polysynthetic agglutinating language.
(5) Chiricahua Apache is a polysynthetic fusional language.

## 2.4 <br> Word-formation and syntax in languages of different types

The two sets of parameters illustrated in Figure 1.1 correlate with other properties. Isolating analytic languages tend not to have obligatory grammatical categories ordinarily shown in fusional or agglutinating languages, such as tense and case or agreement in gender or number (see examples (1-2) from Vietnamese).

As we will see in the following sections, compounding is widespread in isolating languages, while derivation is a property of languages of other types; this follows from the tendency to have a one-to-one correspondence between a morpheme and a word in isolating languages.

Analytic languages employ periphrastic constructions in syntax whereas synthetic languages tend to express similar meanings within an individual word by means of its affixes.

In Japanese, a synthetic language, passive - whereby the object of a transitive verb becomes the subject of an intransitivized verb and the original subject of the erstwhile transitive verb gets demoted - is expressed with an affix, as in (7). Example (6) is the underlying transitive clause.

```
Naomi-ga Seiji-o ut-ta
Naomi-subj Seiji-o hit-past
'Naomi hit Seiji'
```

```
Seiji-ga Naomi-ni ut-are-ta
    Seiji-SUBJ Naomi-by hit-PASS-PAST
    'Seiji was hit by Naomi'
```

In contrast, an analytic language, such as Vietnamese, typically employs a periphrastic passive construction, as illustrated in (9), the passive of (8).
(8) thây pha tôi
teacher punish I
'The teacher punishes me'
(9) tôi bi thây pha

I suffer teacher punish
'I am punished by the teacher'
English, also a fairly analytic language, tends to employ periphrastic constructions which correspond to affixal constructions in more synthetic languages. Examples (10) and (11) illustrate an active and a passive sentence, respectively, in Latin; translations show their English counterparts.
(10) Mulier hominem videt
woman man+ACC.SG see + PRES +3 SG
'The woman sees the man'
(11) Homo à muliere vidētur man by woman+ABL.SG see+PASS+PRES+3SG
'The man is seen by the woman'
Analytic isolating languages, such as Mandarin Chinese, tend to have no marking of grammatical relations other than constituent order (whereby 'the actor of a verb, if expressed, must precede the verb': LaPolla (1995:297)). Compare (12) and (13).
wŏ men tjeen tsin
I PL play piano
'We are playing the piano' (or 'we are playing the pianos', 'we are going to play the piano', etc.)
ta da wŏ men
s/he hit I PL
'She or he is hitting us', 'she or he will hit us', etc.
Since the overt noun phrases are often omitted, the participants have to be inferred from the context. Thus, isolating languages are heavily contextdependent; it has been argued that in Chinese there has been no grammaticalization of the syntactic relations 'subject' and 'object' (see LaPolla (1995), for further discussion).

Numeral classifiers as independent words tend to occur in analytic isolating languages (Aikhenvald (2000)). A numeral classifier is illustrated in (14), from Hmong, a Hmong-Mien language from China (see Bisang (1993); Jaisser (1987:172)):
(14) Lawv muaj rau tus me nyuam
they have six NUM.CL:LIVING.BEING child
'They have six children'
When inanimate nouns appear with different classifiers, these highlight different aspects of their meaning. A well-known example from Burmese (Becker (1975:113)) illustrates this point. 'River' can be spoken of in at least eight contexts, shown in table 1.2. Numeral classifiers here are comparable to derivational affixes in more synthetic languages. The specific classifiers can thus add information about the referent, since they allow speakers to distinguish one sense of the referent from all the others. The 'repeater' classifier myi - - identical to the noun itself - in table 1.2 indicates that a river is looked upon just as a river, and

Table 1.2 Reclassification of an inanimate noun in Burmese

| noun | numeral | classifier | translation |
| :---: | :---: | :---: | :---: |
| myi? | to | ya? | 'river one place' (e.g. destination for a picnic) |
| myi? | to | tan | 'river one line' (e.g. on a map) |
| myi? | to | hmwa | 'river one section' (e.g. a fishing area) |
| myi? | to | $\sin$ | 'river one distant arc' (e.g. a path to the sea) |
| myi? | to | thwe | 'river one connection' (e.g. linking two villages) |
| myi? | to | pa | 'river one sacred object' (e.g. in mythology) |
| myi? | to | $k h u^{\prime}$ | 'river one conceptual unit' (e.g. in a discussion of rivers in general) |
| myi? | $t \bigcirc$ | myi? | 'river one river' (the unmarked case) |

Table 1.3 Classifiers as derivational markers in Tariana

| pa-da | episi-da | 'one motor' (one round metal thing) |
| :--- | :--- | :--- |
| one-CL:ROUND | metal-CL:ROUND |  |
| pa-kha | episi-kha | 'one metal wire' |
| one-CL:ROPE.LIKE | metal-CL:ROPE.LIKE | 'one metal ring', |
| pa-pukwi-pukwi <br> one-CL:ROUND.HOLLOW | metal-CL:ROUND.HOLLOW |  |

helps discard other senses (see further examples and discussion in Aikhenvald (2000:ch. 12)).

In synthetic languages numeral classifiers tend to be affixes. In some, such as Tariana, a North Arawak language from northern Brazil, affixed numeral classifiers can be attached to nouns themselves to form new words, as shown in the examples in table 1.3.

That is, analytic and synthetic languages employ different techniques to achieve the same end - enriching their lexicon. While synthetic languages rely on the internal structure of their grammatical words, analytic languages employ syntactic devices.

## 3 Noun incorporation

The term noun incorporation refers to morphological structures in which a nominal constituent is added to a verbal root, and the resulting construction is both a verb and a single word. Incorporation serves to derive lexical items. This process also has morphological, syntactic and discourse consequences, since it creates structures that often affect syntactic relations within a clause and have pragmatic functions in discourse. Incorporation is a morphological
process which brings word formation and syntax close together (see Mithun (1984)).

Incorporating languages are erroneously equated with polysynthetic languages. As was shown in section 2.2, polysynthetic languages do not always have incorporation. And languages with incorporation need not be polysynthetic - this is the case with numerous Austronesian languages such as Fijian or Mokilese. See Kroeber (1911), E. Sapir (1911), Sadock (1980), De Reuse (1994) and especially Mithun $(1984,1986,1994)$ for detailed and illuminating accounts of incorporation. ${ }^{2}$

### 3.1 Formal properties of incorporation

Incorporating structures can be classified according to what type of material gets incorporated (section 3.1.1), and the degree of formal cohesion between the components (section 3.1.2).

### 3.1.1 What material gets incorporated

The incorporated nominal constituent can consist of (I) a free form of a noun, (II) a bare noun root, (III) a special suppletive or semisuppletive form, or (IV) a whole noun phrase.
3.1.1.1 ( I )Incorporation of a free form of a noun. In many languages the incorporated noun does not undergo any changes, as in (16), from Nadëb, a South American language from the Makú family (Weir (1990:323ff.)) where the noun 'house' gets incorporated, as compared to (15), where the same noun occurs on its own.
(15) Subih tob $\mathfrak{t}$ th ta-ma

Subih house 1SG THEME-make
'I am making Subih's house'
(16) Subih $\mathfrak{t}$ tih tob-ta-ma

Subih I house-THEME-make
'I am making a house for Subih'
(literally 'I am house-making Subih')
3.1.1.2 (II)Incorporation of a bare noun root. This is also a frequent type. Example (18), from Ngan.gityemerri, an Australian language (Reid (1990:190)), is an incorporated version of (17). The incorporated noun, 'leg', has been stripped of its noun class prefix $d a$ - which can be seen in (17).

[^1]\[

$$
\begin{array}{ll}
\text { ngudeny-fityi } & \text { da-garri }  \tag{17}\\
\text { 1sG.SUBJ.PERF.shove.DTR-roll NCL-leg } \\
\text { 'I crossed my legs' }
\end{array}
$$
\]

(18) ngudeny-garri-fityi

1SG.SUBJ.PERF.Shove.DTR-leg-roll
'I crossed my legs'
(literally 'I am cross-legged')
3.1.1.3 (III)Incorporation of a suppletive or reduced stem. Special suppletive or semisuppletive stems, distinct from the noun root, are found in a few Northern Australian languages. Example (19), from Traditional Tiwi, illustrates the incorporation of two constituents (Lee (1987:164)). The free form for incorporated kiji 'stick' is tanini (Osborne (1974:49)), and that for maripi 'chest' is pipwa (1974:50).

```
nga-mpi-ri-kiji-maripi-rrituwa
we(INCL)-NP:her(DO)-CV-STICK-CHEST-slit.open
```

'We slit the chest [of a goose: FEM] with a stick'
(literally 'we chest-stick-slit-her')

An incorporated form can be a truncated version of the free-form noun. In Murrinh-Patha (Australian; Walsh (1996); Knight (1993:43)), the free form lamala 'shoulder' is incorporated as mala, and nginipunh 'internal body' as ngini. Palikur, a polysynthetic Arawak language from Brazil and French Guiana, has a closed set of incorporated body parts. Some of them coincide with the full noun, e.g. duk 'chest', and some get shortened and undergo idiosyncratic changes, e.g. free $k u g k u$, incorporated $\operatorname{kug}(a)$ 'foot'; free utyak, incorporated -(h)ot(a) 'eye' (Aikhenvald and Green (1998)).
3.1.1.4 (IV)Incorporation of the whole NP. This type of incorporation is not at all frequent. Incorporation usually takes place when the head noun of a noun phrase is neither specific nor referential. Example (20), from Boumaa Fijian (Dixon (1988:227)), illustrates how a whole possessive noun phrase - 'e-dra-i'a meaning 'their fish' - can get incorporated (cf. (33), from Nahuatl).

```
    saqa.-['e-dra-i'a]
    cook-[their-edible.thing-fish]
    '[they will return home and] cook their fish'
```

Example (21), also from Boumaa Fijian, shows incorporation of an attributive noun phrase consisting of a noun and an adjective.
‘ana-[waci-po’i]
eat-[cooked.taro.leaves-rolled]
'eat rolled taro leaves'
In Fijian it is even possible to incorporate a noun phrase with an 'or' disjunction.
(22) e la'i taa-[niu-se-bu'a] ASP go chop-[copra-or-firewood] 'He's gone to chop copra or firewood'

A comitative noun phrase can be incorporated in Rembarrnga, an Australian language (McKay (1975:171)), as in (23).
ya-[parta-winta]-rtuy?-miñ
1SG.s-[spear-COMITATIVE]-fall-PUNCTUAL
'I fell with a spear [sticking out of me]'

### 3.1.2 The degree of formal cohesion between components

There are two possibilities. A verb and a nominal constituent can be juxtaposed, but remain separate phonological words, as in numerous Austronesian languages (see Mithun (1984:849-50)). Example (24), from Boumaa Fijian (Dixon (1988:227)), is a transitive sentence where the object noun phrase refers to some specific breadfruit. Example (25) contains an incorporated noun phrase which is an independent phonological word. Unlike (24), (25) is an intransitive sentence referring to a generalized activity of 'breadfruit-eating' rather than eating any particular breadfruit. The incorporated noun has lost its syntactic status as an argument of the verb (direct object) and it cannot be modified with an article, or have specific reference.
(24) e 'ani-a a uto 3SG.A eat-3SG.O ART breadfruit
'He is eating the/some breadfruit'
(25) e 'ana-uto

3SG.A eat-breadfruit
'He is eating breadfruit'
(literally 'is engaged in breadfruit-eating')
Alternatively, the formal cohesion between the incorporated noun and the verb can be tighter: they constitute one phonological word and take a single stress, as in Ngan.gityemerri (18), Tiwi (19) and Nadëb (16). In (26), from Cayuga (Iroquoian; Mithun (1994)), the incorporated noun 'berry' enters into the syllable count for the purpose of stress assignment (the fourth syllable is stressed), and participates in laryngeal spreading, a phonological process
whereby vowels within one phonological word become laryngealized (shown by the dot underneath every vowel).

> kahyakwạhskẹ̃ hẽ̃:? - surface realization
> k-ahy-kw-ahs-kẹ̃hę̣:? - underlying form
> 1.AGENT-berry-get-HABITUAL-FORMER.PAST
> 'I used to berry-pick'

### 3.2 Functional types of incorporation

We can distinguish five functional types of incorporation (roughly following Mithun $(1984,1994)$ ). ${ }^{3}$

### 3.2.1 Type 1. Lexical compounding

If a language has any noun incorporation at all, it has lexical compounds. Lexical compounding is derivation of a complex lexical item from a combination of two or more stems to refer to a 'name-worthy' unitary activity, such as 'berrypicking' in (26). Lexical compounding often derives intransitive verbs. Consider (27) and (28), from Mokilese, an Austronesian language (Harrison (1976:162)) (cf. also (24) and (25) above). Example (27) contains a specific noun phrase with a determiner: 'these coconuts'.
(27) Ngoah kohkoa oaring-kai

I grind coconut-these
'I am grinding these coconuts'
The noun 'coconut' is incorporated in (28). This sentence refers to a habitual activity of grinding coconuts, and cannot refer to any particular individualized coconuts.

```
Ngoah ko-oaring
I grind-coconut
'I am coconut-grinding'
```

Verb-object compounds are extremely productive in Mandarin Chinese, e.g. jié-hūn (tie-marriage) 'marry' and kāi-dāo (open-knife) 'operate on' (Li and Thomson (1981:75-7)). Verb-subject compounds in Mandarin Chinese involve intransitive adjectival verbs, e.g. xīn-ruăn (heart-be.soft) 'be softhearted', ming$k u ̌$ (life-be.bitter) 'be unfortunate'; only some are action verbs, e.g. tóu-téng (head-ache) 'have a headache', bīng-biàn (soldier-rebel) 'mutiny', dì-zhèn (earth-quake) 'have an earthquake' (1981:71-2). There are hardly any examples of compounding of transitive subjects.

[^2]The semantics of compounds is often non-compositional, e.g. Korean kiltulta (road-enter) 'get used to'. One of the criteria for verb-object compounds in Mandarin Chinese involves the non-compositionality of their meaning ( Li and Thomson (1981:71-2)).

Compounding is typically used for 'naming' some important activity, e.g. baby-sit (but not pig-sit, unless someone employs someone else to take care of an unusual pet), fund-raise, home-deliver, problem-solve, and Boumaa Fijian unu-wai 'drink water' (water-drink) (Dixon (1988)). Lexical compounds of this sort may have to be entered into a dictionary as separate lexical items, since their meaning is often non-compositional, e.g. Hungarian világ-latszani (worldsee) 'travel'; Paumari (Arawá, Brazil) -va'i-hoki (liver-be.alive) 'remember'; Mayali (Australian; N. Evans 1991, 1996) ngei+bu 'flower+hit' 'to flower' and danj+bu (spear+hit) 'to spear'.

To understand the meaning of non-compositional compounds one has to be familiar with the culture. For instance, Boumaa Fijian unu-tii (lit.: 'drink tea') is a lexical compound which in fact refers to something more than just tea-drinking: it means a small meal 'in which tea drinking is accompanied by eating bread, scones or pancakes'. A compound unu-sede literally means 'drink money (cents)', and 'describes a kava-drinking party where each participant contributes a small sum, perhaps twenty cents, in order to raise money for a specific purpose' (Dixon (1988:227)).

### 3.2.2 Type 2. The manipulation of case

The incorporation of an argument can have a syntactic effect; then it results in the change of syntactic relations within a clause. Consider (15) and (16) from Nadëb (Makú). As a syntactic position was vacated by the incorporated nominal, 'house', the erstwhile possessor, Subih, gets 'advanced' into the position of the direct object.

The manipulation of case often also has concomitant semantic and pragmatic effects. That is, incorporation permits speakers to cast important participants into core roles -S or $\mathrm{O} .{ }^{4}$ The semantic difference between (15) and (16) in Nadëb is that in (16) the benefit for Subih is considered more important than building a house. In (29), from Cayuga, the victim of 'scalping', which is 'presumably, of greater overall interest than the scalp' - since the story centres around the human protagonists and not their body parts - can occupy a core case role due to incorporation (Mithun (1994:5025)).
a-t-he-nõh-hk
FACTUAL-DUAL-1SG.AGENT/M.SG.PATIENT-scalp-pick
Literally 'I scalp-picked him', that is, 'I scalped him'
${ }^{4}$ In this chapter I employ the standard abbreviations S (intransitive subject), A (transitive subject) and O (transitive object). Some other writers use P or U instead of O .

### 3.2.3 Type 3. The regulation of information flow

Incorporation is often used to background known or unimportant information in discourse (see also the Cayuga examples in Mithun (1994:5025)). In Nahuatl (Uto-Aztecan; Merlan (1976)) a new entity is introduced by an independent ('external') noun phrase, as in (30).

$$
\begin{align*}
& \text { askeman ti-'-kwa nakatl }  \tag{30}\\
& \text { never you-it-eat meat } \\
& \text { 'You never eat meat' }
\end{align*}
$$

Once the noun is old information, it is incorporated, as in (31) from the same conversation as (30).
(31) na' ipanima ni-naka-kwa

I always I-meat-eat
'I always eat meat'
The incorporated noun in Nahuatl (Merlan (1976:188)) is unmarked for features such as definiteness or specificity. Only non-incorporated nouns can be contrastive, as in (32); compare the incorporated counterpart in (33).
(32) ni-ki-išmati itos

1sG-it-know 3sG+voice
'I know him by his voice' (and not in some other way)
(33) nitos-išmati
$1 \mathrm{SG}+3 \mathrm{sG}+$ voice-know
'I know his voice'

### 3.2.4 Type 4. Incorporation of modifiers

Incorporation of a modifier is found in some Australian languages. Adjectival modifiers can be incorporated only if the head noun is the subject of an intransitive verb, as in (34), from Rembarrnga (Australian; McKay (1975:290)), or a direct object, as in (35), from Mayali, also Australian (N. Evans (1996:102)).
(34) Ø-kartpurr-mañ
3.MIN.SUBJ-wounded-went
'He [buffalo] went away wounded'
(35) barri-darrgid-ma-ngi
3.AUGM/3-alive-pick.up-PI
'They pick [it, i.e. a crocodile] up alive'

### 3.2.5 Type 5. Classificatory incorporation

A generic noun can be incorporated to narrow the scope of the verb characterizing its direct object or the intransitive subject. Semantically this is similar to
generic noun classifiers (see Dixon (1982); Aikhenvald (2000:ch. 3)); cf. (36), from Mayali:

$$
\begin{align*}
& \text { ga-rrulk-di } \quad \text { an-dubang }  \tag{36}\\
& \text { 3NP-GEN.CL:TREE-stand CLIII-ironwood.tree } \\
& \text { 'An ironwood tree is there' } \\
& \text { (literally 'An ironwood tree tree-stands') } \\
& \quad(\mathrm{N} . \text { Evans (1996:77)) }
\end{align*}
$$

An incorporated noun can get grammaticalized as a verbal classifier, categorizing the argument (O or $S$ ) in terms of its shape (cf. Mithun (1984); Aikhenvald (2000)). Mundurukú, a Tupí language from Brazil (Gonçalves (1987: 42)), has over 100 classifiers which refer to shape and form; most of them come from body-part nouns. In (37), classifier -ba4 'long and rigid' refers to O ('banana'); it comes from a body-part term meaning 'arm'. 5

$$
\begin{array}{lll}
\mathrm{Be}^{3} \mathrm{kit}^{2} \mathrm{kit}^{2} & \mathrm{a}^{2} \mathrm{ko}^{3}-\mathrm{ba}^{4} & \mathrm{o}^{13}-\mathrm{su}^{2}-\mathrm{ba}^{2}-\mathrm{do}^{3} \mathrm{bu}^{2} \mathrm{xik}^{3}  \tag{37}\\
\text { child } & \text { banana-CL:LONG.RIGID } & \text { 3sG-POSS-CL:LONG.RIGID-find } \\
\text { 'A child found a banana' } &
\end{array}
$$

One language may have more than one type of noun incorporation. This is an important argument in favour of the proposed typology. Different types of noun incorporation can differ just in their semantics. Retuarã, a West Tucano language from Colombia, has type 1 and type 2 incorporation. If an incorporating structure describes a customary activity, lexical compounding (type 1) is employed, yielding combinations like firewood-feed $=$ make fire; medicineput = treat; or (38):
(38) kopakaha dã-tã?ãpi-hãã-ti-ko?o
now 3PL-coca-put.it-PERF-PAST
'Now they have chewed-coca'
If the activity is not customary, type 2 incorporation (manipulation of case) occurs as in (39) (Strom (1992:100)). In this example the noun 'seat' is incorporated into the verb 'put', and 'canoe' becomes a direct object: it is crossreferenced on the verb with the prefix $s a$ - 'third person inanimate singular object':

$$
\begin{align*}
& \text { bikitoho sa-ki-terĩ-hãã-rãyũ) }  \tag{39}\\
& \text { morning 3InAN.SG.O-3MASC.SG.A-seat-put-future } \\
& \text { 'In the morning he will put seats in it (canoe)' } \\
& \text { (literally 'he will seat-put it') }
\end{align*}
$$

According to Mithun (1984), there are hierarchical relations between the types of incorporation. If a language has classificatory noun incorporation

[^3](type 5), it will also have incorporation as regulation of information flow (type 3 ), as well as case manipulation incorporation (type 2 ) and lexical compounding (type 1). This implicational hierarchy suggests a path for the evolution of noun incorporation. Noun incorporation starts from lexical compounding, and then goes through other types, with classificatory noun incorporation as its latest stage.

### 3.3 Syntactic functions of incorporated nouns, and their incorporability

Incorporated nouns typically are in $S$ (intransitive subject) or O (direct object) (see Keenan (1984), and examples (16-39)). According to Mithun (1984:875), if a language incorporates nouns in just one function, they will be direct objects; if a language incorporates only two types of arguments, they will be direct objects and subjects of intransitive verbs; many languages also incorporate instruments and also locations. Example (40), from Chipewyan, an Athabascan language, illustrates the incorporation of an instrument, 'hook' (Cook and Wilhelm (1998:59)). Example (41) contains the same noun as a free form. Incorporated forms are used if the action is more habitual, with little specification of the incorporated participant.

$$
\begin{align*}
& \text { na-jéth-the- } \varnothing-\varnothing \text {-da }  \tag{40}\\
& \text { ITER-hook-M/A-3SG-VCL-sit } \\
& \text { 'S/he is fishing again' } \\
& \text { (literally 'sitting with a hook') } \tag{41}
\end{align*}
$$

```
jếth gha̧ the-Ø-\varnothing-da
    hook with m/A-3SG-vCL-sit
    'S/he is fishing'
    (literally 'sitting with a hook')
```

The subject of transitive verbs can hardly ever be incorporated. ${ }^{6}$ Alamblak (Sepik Hill, Papuan; Bruce (1984:170)) is unusual in that it permits the incorporation of a body part whose possessor is in A function. Example (42) is a transitive sentence with two unincorporated arguments, 'child' and 'foot'. In (43), the A ('foot') is incorporated into the verb. This is incorporation of type 2 , since it includes manipulation of case with semantic and pragmatic consequences: (42) is about the child's foot, and (43) (an intransitive clause) is about the child.
(42) yën-r wura-t yëhne-më-t-r moh-ohat-n
child-3SG.M foot-3SG.F descend-R.PST-3sG.F-3SG.M hole-path-S.SET 'A child('s) foot went down the hole on him'

[^4]\[

$$
\begin{align*}
& \text { yën-r wura-yëhne-më-r moh-ohat-n }  \tag{43}\\
& \text { child-3SG.M foot-descend-R.PST-3SG.M hole-path-S.SET } \\
& \text { 'A child went down into the hole (up to his) foot' } \\
& \text { (literally 'child foot-descended into the hole') }
\end{align*}
$$
\]

Different constituents may be incorporated under different conditions. In Alamblak (Bruce (1984)) any noun in S, O or locative function can be incorporated in a dependent clause; while in a main clause only inalienably possessed nouns can be incorporated.

Body parts and relational nouns (e.g. terms like child-of) are more likely to be incorporated than nouns of other semantic groups (see Zhivov (1978); see Merlan (1976:188) for a functional explanation). In many languages only body-part nouns can be incorporated (e.g. Australian languages - N. Evans (1996), Walsh (1996) - or Palikur, an Arawak language from Brazil - Aikhenvald and Green (1998)). In most Amazonian languages (Guahibo, Nadëb) only obligatorily possessed nouns can be incorporated.

In most cases, members of closed classes cannot be incorporated. Boumaa Fijian is unusual in allowing lexical incorporation of the interrogative cava 'what', as in unu-cava 'drink what?' (Dixon (1988:227)). Further restrictions on incorporability of nouns follow from their referential properties. Definite or referential nouns cannot be incorporated. This is the reason why personal names are rarely (if ever) incorporated.

Some languages allow more than one constituent to be incorporated simultaneously; see Walsh (1996:358) on incorporating two body-part terms in Murrinh-Patha, and example (19), from Tiwi. Nadëb allows the incorporation of various constituents with the pragmatic result that the 'new' direct object comes into focus (see (15) and (16)). It is also possible in Nadëb to incorporate two or even three nouns, but this is not common (Weir (1990: 332)). Example (44) illustrates two incorporated nouns:
a hoonh kad tob-nooh-ga-jutt
2sG+POSS grandmother uncle house-mouth-THEME-close
duk
be.suspended
'Uncle closed the door of your grandmother's house'
(literally 'Uncle house-mouth-closed your grandmother';
the effect on the grandmother is emphasized)

Adverbs and adpositions (prepositions or postpositions, depending on the language) can form part of lexical compounds (type 1 incorporation), e.g. English overdo, outdo, underrate. Incorporation of adverbs and adpositions is often used as a valency-changing device (similarly to type 2, manipulation of case). Incorporation of an adposition in Nadëb is functionally
similar to applicative. If the verb is intransitive, the argument of the postposition becomes O , and the original S becomes A. Example (45) is intransitive, and (46) is transitive.
$\varepsilon \varepsilon_{S}$ a-hing $\quad$ [hxosh go]
father FORMATIVE-go.downriver canoe in
'Father goes downriver in a canoe'

$$
\begin{align*}
& \text { hxosh }{ }_{\mathrm{O}} \quad \varepsilon \varepsilon_{\mathrm{A}} \quad \text { ga-hing }  \tag{46}\\
& \text { canoe father } \underline{\text { in-go.downriver }} \\
& \text { 'Father goes downriver in a canoe' } \\
& \text { (literally 'Father goes-downriver-in a canoe') }
\end{align*}
$$

This incorporation has a syntactic effect: an argument of a postposition cannot be relativized, but a direct object can be (see above). It also has a discourse effect: a direct object is more topical than an argument of an adposition.

We have seen that incorporation is a means of enriching the lexicon: lexical compounding serves to create new lexemes. It may also have a syntactic effect, altering grammatical relations within a clause. Its pragmatic effect has to do with highlighting a new participant or backgrounding an old one. Finally, incorporation can also have a stylistic effect: for instance, constructions with incorporation have been described as 'more idiomatic, more elegant' for Carrier, an Athabascan language (Cook and Wilhelm (1998:61)) (see section 7.5).

## 4 Structure and iconicity in word-formation

The notion of structure in word-formation implies that some items in the lexicon can be considered partially motivated in terms of an association between their form and their meaning. Some words in a language are 'unanalysable'; the association between form and meaning is conventionalized by speakers' usage. Other words consist of isolable parts with form and meaning of their own combined in a principled way.

Languages differ in how much derivational motivation (and hence derivational complexity) they allow for individual words. For instance, the body-part terms eye, beard or moustache in English are not decomposable; the association between their phonological form and their meanings can be considered arbitrary. In contrast, the word eye-lash consists of two parts, eye and lash, each of which relates to an independent word. The existence of parallel formations in the language (e.g. eye-brow, finger-nail, etc.) confirms the idea of the regularity of the relationship between eye and lash. Decomposable terms in some languages can correspond to non-decomposable ones in others, e.g. Portuguese cílio 'eyelash'. Similarly, non-decomposable items in English such as beard or moustache correspond to composite structures in Tariana (Arawak,


[^0]:    ${ }^{1}$ E. Sapir (1921) suggested a fourth type: symbolic languages. These languages utilize internal changes, such as ablaut, vowel and consonant changes, and changes in stress and tone, as a means of marking grammatical contrasts. This type has never been as widely used in typological classification of languages as the others, mainly because these internal changes are also widely used in fusional languages, and it is hard to draw a boundary.

[^1]:    ${ }^{2}$ Unmotivated extensions of this term to various kinds of derivations abound in Baker (1988, 1995).

[^2]:    ${ }^{3}$ Type 1 here corresponds to Mithun's type I; type 2 and type 3 to her types II and III; type 5 to her type IV (classificatory noun incorporation); type 4 has not been considered in her paper.

[^3]:    5 Note that numbers indicate tones, with 1 being high tone and 4 low tone.

[^4]:    6 Verbal classifiers operate similarly; only in a few exceptional cases do they characterize A; see Aikhenvald (2000) on Motuna and Nasioi, Papuan languages from Bougainville; see also Onishi (1994).

