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PREFACE TO THE SERIES

“Modern Problems in Condensed Matter Sciences” is a series of contributed volumes and monographs on condensed matter science that is published by North-Holland Publishing Company. This vast area of physics is developing rapidly at the present time, and the numerous fundamental results in it define to a significant degree the face of contemporary science. This being so, it is clear that the most important results and directions for future developments can only be covered by an international group of authors working in cooperation.

Both Soviet and Western scholars are taking part in the series, and each contributed volume has, correspondingly, two editors. Furthermore, it is intended that the volumes in the series will be published subsequently in Russian by the publishing house “Nauka”.

The idea for the series and for its present structure was born during discussions that took place in the USSR and the USA between the former President of North-Holland Publishing Company, Drs. W.H. Wimmers, and the General Editors.

The establishment of this series of books, which should become a distinguished encyclopedia of condensed matter science, is not the only important outcome of these discussions. A significant development is also the emergence of a rather interesting and fruitful form of collaboration among scholars from different countries. We are deeply convinced that such international collaboration in the spheres of science and art, as well as other socially useful spheres of human activity, will assist in the establishment of a climate of confidence and peace.

The General Editors of the Series,

V.M. Agranovich
A.A. Maradudin
INTRODUCTION

I am delighted to write a short introduction to this volume. I congratulate the editors on having brought together contributions from so many of the countries in which scientists have been at the forefront of this field of research. I have myself been involved in it since 1949, and shall study this volume with the greatest interest.

I suppose the most important single step in the study of Coulomb interactions in solids was the demonstration by Landau that, in spite of these interactions, the Fermi surface in k-space is a real physical quantity and at zero temperature is sharp. So of course is the sharp cut-off at the Fermi energy, which was shown even earlier in 1934 by Jones, Mott and Skinner. This is true also for a degenerate electron gas in a non-crystalline field. As regards the problem of electrons in these fields, even without interactions, I doubt if it is fully understood even yet. Such understanding as we have starts with P.W. Anderson's famous paper of 1958 on the "Absence of Diffusion in Certain Random Lattices", which shows not unexpectedly that disorder must lead to traps in a conduction band but, more surprisingly that traps with a continuous range of energies can prevent diffusion. In the light of Anderson's concept of localization, one can divide problems into those of the conduction band of an amorphous semiconductor, such as hydrogenated amorphous silicon, in which Coulomb interactions are not important, and those of a degenerate gas, for instance in an impurity band, where they are. Even the former are by no means understood; in real semiconductors there is no agreed calculation of the position of the mobility edge or of the shape of the tail of localized states; the sign of the Hall effect remains to be explained and there is lack of agreement on whether polarons are formed.

For the degenerate electron gas, a puzzle until recently has been the status – if any – of the author's "minimum metallic conductivity", given by

$$\sigma_{\text{min}} = 0.025 \, e^2 / ha,$$

where in a compensated impurity band a is the distance between centres. There was much experimental evidence for its existence, but in 1979 arguments based on scaling theory claimed that $$\sigma(T = 0)$$ would always go continuously to zero as the Fermi energy $$E_F$$ tends to the mobility edge $$E_c$$, and there is now
much experimental evidence that this is so, if experiments are carried out at a low enough temperature. Recently Mott (1984) has shown that this can be deduced from the Kubo–Greenwood formula. A minimum metallic conductivity will only exist if a transition is induced by a magnetic field, and is then

\[ \sim 0.025 \frac{e^2}{hL}, \]

where \( L = L_H = \left( \frac{ch}{He} \right)^{1/2} \) if \( L_H > a \), and \( L = a \) otherwise. The author’s “minimum metallic conductivity” should be observed, then, for magnetic fields such that \( L_H < a \) at the transition, as is the case in the work of Long and Pepper (1984) and Dubois et al. (1984) on doped InP, using temperatures down to 40 mK.

Turning now to interactions, the intra-atomic interaction \( \langle \frac{e^2}{r_{12}} \rangle \), called the Hubbard \( U \), is responsible for a metal–insulator transition in a crystalline array of one-electron centres—or more generally centres with a magnetic moment. This is what is often called a “Mott transition”. The most interesting point about it is that, in crystalline materials, it is predicted to be a first-order transition; in a rigid lattice the number of free electrons should jump discontinuously from zero to a finite value. This discontinuity may not exist in strongly disordered systems (Mott 1978)—but probably does in, for instance, metal–ammonia solutions, where a solubility gap appears to be a consequence of the transitions. But whether this is so in uncompensated doped semiconductors is very doubtful; there is no evidence for it at all.

Doped semiconductors do of course provide the ideal field for the exploration of interactions in degenerate gases, and in this the work of Gordon Thomas and co-workers reported in this book is outstanding. They were the first to show that, at low enough temperatures, the conductivity would go continuously to zero if the transition occurred through change of concentration or stress (in contrast, in our view, to magnetic fields). Now they find that \( \sigma \) is proportional to \( (n_c - n)^s \) with \( s = \frac{1}{2} \), instead of \( s = 1 \) as predicted by a theory without interactions and observed in other systems such as a Si–Nb. At the time of writing, several theorists are attempting to explain this in terms of interactions; can it be related to the change in the density of states near the Fermi level, as \( |E - E_F|^{1/2} \), first predicted by Altshuler and Aronov (1979)?

The transition in doped semiconductors is usually supposed to take place in an impurity band—but for Si : P this must be doubted, because the electronic specific heat shows little deviation from the value calculated for free electrons in the silicon conduction band. We have to ask, then, can an Anderson transition take place without a drop in the density of states resulting from disorder? Perhaps this is only possible in a many-valley band.

In the limit of low concentrations of dopant, there is of course no doubt that conduction is in an impurity band and it is here, for hopping conduction, that interactions through the “Coulomb gap” have their most striking effect. It is
good to see contributions from the two editors, pioneer workers on this subject, setting out so fully the present position.

Sir Nevill Mott
Cavendish Laboratory
Cambridge, UK
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CHAPTER 1

Electron–Electron Interaction
In Disordered Conductors
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1. Introduction

The theory of transport phenomena based on the classical equation assumes that between scattering events the electron moves along a classical trajectory. This is valid, however, only provided interference of scattering from different centers can be neglected. The criterion for the validity of such an approach is the smallness of the electron wavelength $\lambda$ compared to the mean free path $l$, as pointed out by Ioffe and Regel (1960), Mott (1961), and Mott and Davis (1971). If this condition is not satisfied, then, as shown by Anderson (1958), the electron states are localized, the zero temperature conductivity being zero.

The momentum relaxation of electrons in disordered conductors at sufficiently low temperatures is governed by their elastic scattering from impurities and structural defects. Even if $\lambda \ll l$, quantum corrections to the transport effects become essential, since it is these corrections that are responsible for the nontrivial dependences on temperature, external fields and sample size (Abrahams et al. 1979, Anderson et al. 1979, Gor'kov et al. 1979). These corrections are applicable even in the case of an ideal gas of noninteracting electrons.

Electron–electron interaction in disordered metal systems also results in nontrivial corrections which are small in the $\lambda/l$ parameter and depend on temperature, external fields and sample size. However, in contrast to the case of noninteracting electrons, such corrections have to be applied not only to the transport, but also to thermodynamic quantities and to the electron density of states at the Fermi level as well (Altshuler and Aronov 1979a, b, c, Altshuler et al. 1980a, b, Altshuler et al. 1982c, d, Fukuyama 1980a).

This effect of the electron–electron interaction in disordered systems makes it drastically different from that for pure metals, where the interaction at low temperatures manifests itself only in renormalization of the electron spectral parameters.

Progress in the theory of disordered metals has provided clues to a number of phenomena which have been defying explanation for a long time. Among them is the negative magnetoresistance in semiconductors discovered more than 20 years ago, zero-bias anomalies in the tunneling conductivity, the minimum in the temperature dependence of the resistivity of disordered metals, which are not associated with the Kondo effect, and some other phenomena. At the same time, investigation of the quantum corrections to the transport phenomena has offered a unique possibility to shed light on the microscopic relaxation times in metals and their temperature dependence,
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among them the inelastic collision time, the phase relaxation time, the spin–orbit and spin–spin scattering times (Bergmann 1982a, b, c, Gershenzon and Gubankov 1981, Gershenzon et al. 1982a, b).

The present review deals with the investigation of the effect of electron–electron interaction on the properties of disordered conductors in the metallic conduction domain. The theory developed in the recent years and outlined in this review is applicable to dirty and amorphous metals, metal glasses and doped semiconductors. Similar to the case of quantum corrections to the kinetic effects in a noninteracting electron gas, the interaction effects are most clearly pronounced in low-dimensionality systems, i.e., in the MOS structures in semiconductors, in thin films and wires.

The purpose of the present survey is to give a consistent overview of the effect of electron–electron interaction on the properties of disordered conductors. Therefore, despite the wealth of available experimental data on the quantum corrections in disordered conductors, we will present here only a few of them just to illustrate the major achievements of the theory, rather than attempt to give a comprehensive critical analysis of the experimental situation in this area.

The review is constructed in the following way.

In section 2, the major results of the application of quantum corrections to the theory of a noninteracting electron gas are studied qualitatively, the principal phenomena are considered, and the effect of external fields is discussed. In the same section (subsection 2.2) the conventional diagrammatic technique is outlined, and subsequently the principal quantities used are introduced.

Section 3 reports on a study of the effect of electron–electron interaction on the one-particle density of states and the thermodynamics of disordered conductors. It is shown, in particular, that particle repulsion produces a minimum in the density of states at the Fermi energy. It is this minimum that is responsible for the anomalous maximum of tunneling resistivity at zero bias. The effective electron interaction for the case where the gas approximation fails is also discussed. Quantum corrections to such thermodynamic quantities as the heat capacity and compressibility of the electron gas are considered in the concluding part of this section.

Section 4 deals with an investigation of electron–electron collisions in disordered metals. The presence of a large number of impurities or defects changes the classical result of Landau concerning the temperature dependence of the inelastic electron–electron collision time. It is found to be different for bulk samples, films and thin wires.

The electron–electron collisions result in relaxation not only of the occupancy, but of the quasiparticle wave function phase relaxation as well.

When studying the phase relaxation time \( \tau_\phi \) of the wave function, we
encounter an unusual situation in the kinetics of normal metals, when the quasiclassical description of this relaxation process is not applicable, since the characteristic energy transfer turns out to be of the same order as the inverse relaxation time multiplied by Planck's constant. Because of the unusual nature of this situation, we have given here a detailed mathematical derivation of the basic results since this situation, in our opinion, is not so unique as not to be met more than once in the kinetics of normal metals.

Section 5 is devoted to the effect of electron–electron interaction on transport phenomena in disordered conductors, as well as on the temperature and frequency dependence of the conductivity and the Hall effect. Just as in the preceding sections, we have tried here to sum up the various contributions to these effects providing the same functional dependence on the main quantities, such as temperature, frequency, degree of disorder, while originating from different interaction effects.

In section 6 we treat the effect of magnetic field and spin scattering on the phenomena in question. The magnetic field, just as the spin-flip electron scattering (both of the spin–orbit and spin–spin type) provide new degrees of freedom and thus permit one to separate the various contributions to the quantum effects. Indeed, the interaction effects begin, for instance, to depend on magnetic field at higher fields than is the case with the quantum corrections to the conductivity of noninteracting electrons. Spin scattering also acts in a different way, its effect depending on whether it is of the spin–spin or spin–orbit type. Also, the various contributions are differently affected by the rate of this scattering.

In the same section, the behavior of the magnetic susceptibility of disordered metals is analyzed. It is found that the quantum correction to the orbital magnetic susceptibility originating from electron interaction cannot be small (Aslamasov and Larkin 1974), and can govern not only the temperature and field dependence of the magnetic susceptibility, thus imitating the localized spin susceptibility, but also its magnitude in low-dimensionality systems.

Section 7 deals with an investigation of the effect of anisotropy and intervalley transitions on the interaction effects in disordered semiconductors. Despite the obvious achievements in the theory of disordered conductors, the very important question of how the metal–insulator transition occurs with a change of disorder, or of the Fermi energy, remains unanswered. Considerable progress in this domain has been recently achieved without including electron–electron interaction following the work of Abrahams et al. (1979) who showed that in three dimensions the transition is essentially of the second kind, i.e., without a jump in conductivity, whereas in two- and one-dimensional systems the electrons are always localized. Wegner (1979) and Efetov et al. (1980) showed that the field-theoretical model describing this transition is renormalizable, and thus supported the main results obtained by Abrahams et al. (1979).
The effect of electron-electron interaction on the transition proper has not, however, been clarified. McMillan (1981) developed a phenomenological scaling theory for the metal-insulator transition; however, some of its major conclusions have been criticized by Castellani et al. (1982) and Finkel'shtein (1983). The latter demonstrated also renormalizability of the theory of the metal-insulator transition taking into account the interactions.

In section 9 the metal-insulator phase transition is considered including interactions in the presence of paramagnetic impurities. It is shown that this phase transition does not differ qualitatively from Anderson’s transition for the case of a noninteracting electron gas without spin scattering.

Those parts of the mathematics involved which are not necessary for the understanding of the subject are transferred to the Appendices.

2. Noninteracting electrons in disordered metal systems

2.1. Quantum corrections to the conductivity of noninteracting electrons

The residual resistance in conductors is determined by the elastic scattering of electrons from impurities and static lattice defects. In “good” conductors, the wavelength of the electron \( \lambda = \frac{2\pi \hbar}{p} \) (\( p \) is the electron momentum) is much less than its mean free path \( l \). Between collisions the electron moves as a free particle and can be described in a quasiclassical way. This description of electronic behavior yields the well-known Drude expression for the conductivity

\[
\sigma = \frac{e^2 \tau}{m} N, \tag{2.1}
\]

where \( N \) is the electron concentration, \( m \) the effective mass, \( \tau \) the time between collisions, \( e \) the electronic charge. As shown by Anderson (1958), at a sufficiently high impurity concentration when \( \lambda > l \), the electron states become localized and no longer contribute to conduction. The transition from delocalized to localized states observed to occur with increasing degree of disorder is called Anderson’s transition.

However, even in the domain of high metallic conductivity when \( \lambda \ll l \), quantum corrections can be added to the classical expression of Drude. In this section we will discuss the physical meaning of these corrections, their magnitude and some phenomena associated with them.

Consider a good conductor (\( \lambda \ll l \)). To get from point A to point B (fig. 1), a particle can move along different paths. The total probability \( w \) for a transfer from point A to point B can be obtained by squaring the modulus of the sum of all amplitudes of the probability for a particle to pass along all possible paths, i.e.

\[
w = \left| \sum_i A_i \right|^2 = \sum_i |A_i|^2 + \sum_{i \neq j} A_i A_j^*. \tag{2.2}\]
The first term in eq. (2.2) represents the sum of probabilities for the particle to pass by any way, and the second, the interference of various amplitudes. For most paths the interference is not essential since their lengths differ strongly, and hence also the phases of the wave functions should differ substantially on these paths. Therefore, when summing over all paths, the mean value of the interference term will vanish because of its oscillating nature. There are, however, paths of a specific kind, namely, self-intersecting paths (fig. 1). Each path of this kind can be assigned a pair of amplitudes, \( A_1 \) and \( A_2 \), corresponding to the passage of the loop clockwise and counterclockwise. These two amplitudes are coherent and thus interference of these waves may not be neglected. As a result, the probability to find a particle at point \( O \) becomes

\[
|A_1|^2 + |A_2|^2 + 2 \text{Re} A_1 A_2^* = 4|A_1|^2,
\]
i.e., twice the figure we would obtain if we summed up the probabilities neglecting interference. On the other hand, an enhanced probability to find a particle at the point it has left means a reduced probability to find it at point \( B \) (the point of observation), i.e., a decrease of conductivity or increase of resistivity, induced by interference. Neglect of interference corresponds to a classical description of the electrons (Boltzmann equation), and its inclusion corresponds to quantum corrections to the conductivity.

Estimate now the magnitude of the corrections to the conductivity. Because of the collisions with impurities, the electron paths follow a random walk pattern. The interfering amplitudes correspond to the paths contained within a ray tube of cross section \( \lambda^2 \). The relative magnitude of the quantum correction to conductivity, \( \delta \sigma/\sigma \), which, as we have just seen, is negative, is proportional to the probability for such a ray tube to intersect itself in a classical diffusion motion

\[
\frac{\delta \sigma}{\sigma} \sim - \int_{\tau}^{\tau_\varphi} \frac{v \lambda^2 dt}{(Dt)^{3/2}},
\]
where \( v \) is the particle velocity and \( D \) the diffusion coefficient. Integration in eq. (2.3) is performed within the limits \( \tau < t < \tau_\varphi \), where \( \tau_\varphi \) is the phase

![Fig. 1. Various paths for a particle to move from point A to point B. O = point of path self-crossing.](image)
relaxation time associated with inelastic or spin-flip scattering. (Later we shall discuss the physical meaning of \( \tau_\varphi \).) Thus the quantum correction to conductivity acquires the form (Anderson et al. 1979, Gor'kov et al. 1979)

\[
\delta \sigma \sim \frac{e^2}{hL_\varphi} + \text{const.},
\]

(2.4)

where \( L_\varphi = \sqrt{D\tau_\varphi} \). As seen from eq. (2.4), although the quantum correction to conductivity is small in the parameter \( \hbar/pl \ll 1 \), nevertheless it brings about a nontrivial temperature (since \( \tau_\varphi \sim T^{-p} \)) or frequency relationship (at \( \Omega \tau_\varphi \gg 1 \) the upper limit of integration in eq. (2.3) has to be replaced by \( 1/\Omega \) and, hence, \( L_\varphi \) in eq. (2.4) is replaced by \( L_\Omega = \sqrt{D/\Omega} \). It should be emphasized that the interference effects produce a growth of resistivity as the temperature decreases.

If the transverse size of a film or wire \( a \ll L_\varphi \), the particle will be able to diffuse many times the distance from one wall to another in time \( \tau_\varphi \), so that the probability to find it at any point along the transverse dimension will be the same. Hence for the quantum correction to conductivity we obtain

\[
\frac{\delta \sigma}{\sigma} \sim -\int_{\tau}^{\infty} \frac{v\lambda^2}{(Dt)^{d/2}} \frac{1}{a^{3-d}},
\]

(2.3a)

where \( d \) is the effective dimensionality of the sample (\( d = 2 \) for a film and \( d = 1 \) for a wire). On integration we come to

\[
\delta \sigma_d \sim -\frac{e^2}{h} \ln L_\varphi / l, \quad d = 2,
\]

\[
-\frac{e^2}{h} L_\varphi, \quad d = 1.
\]

Here \( \sigma_d = \sigma a^{3-d} \). (For a film \( \sigma_2 \) is the conductivity of a square sample, for a wire \( \sigma_1 \) refers to a sample of unit length.) Expression (2.4a) is valid at \( d = 2 \) also for a purely two-dimensional case, e.g., MOSFET devices, where the motion of particles in the transverse direction is quantized, making only planar diffusion possible.

One may thus conclude that the cross-over from one dimensionality to another occurs when the transverse size of a sample becomes equal to \( L_\varphi \).

Consider now the physical meaning of \( \tau_\varphi \) following Altshuler et al. (1981a, b). \( \tau_\varphi \) is the time in which the wave function retains its coherence. It should be stressed that this time is neither the out-relaxation time (by which we understand here the relaxation time associated with the scattering-induced transfer of a particle to any quantum state) nor the energy relaxation time of the distribution function. To illustrate this point, consider the case of quasielastic electron scattering by acoustic phonons. Such a relaxation mechanism can operate in degenerate semiconductors at not too high electron concentrations or in metals, when the temperature is about the Debye temperature.
In quasielastic scattering, the change in energy $\Delta \epsilon(t)$ an electron suffers in time $t$ is of the order of $\omega/\sqrt{t/\tau_{\text{ph}}}$, where $\omega$ is the characteristic energy transfer in an electron–phonon collision, and $1/\tau_{\text{ph}}$ is the probability of electron–phonon collisions. The phase of the wave function will change in this time by

$$\Delta \varphi \approx \frac{1}{\hbar} \dot{\Delta \epsilon}(t) t \approx \frac{\omega t}{\hbar} \sqrt{\frac{t}{\tau_{\text{ph}}}}.$$  

The time $\tau_{\varphi}$ can be determined from the condition $\Delta \varphi(\tau_{\varphi}) \sim 1$, i.e.,

$$\tau_{\varphi} \approx \left( \frac{\hbar^2 \tau_{\text{ph}}}{\omega^2} \right)^{1/3}. \tag{2.5}$$

As for the energy relaxation time $\tau_{\epsilon}$, an order of magnitude estimate derived for this case from the relation $\Delta \epsilon(\tau_{\epsilon}) \approx \epsilon$ is $\tau_{\epsilon} \approx \tau_{\text{ph}} \left( \epsilon/\omega \right)^2$. Therefore, if $\omega \ll \epsilon$ then $\tau_{\epsilon} \gg \tau_{\varphi}$. If, however, $\omega \gtrsim \hbar/\tau_{\text{ph}}$ then $\tau_{\varphi} \sim \tau_{\text{ph}}$, and if $\epsilon \approx \omega$, then $\tau_{\varphi}$, $\tau_{\epsilon}$ and $\tau_{\text{ph}}$ will be of the same order of magnitude.

The phase relaxation time is the shortest physical inelastic relaxation time in a system. If we generate a wave packet using states of different energy, then inelastic collisions will broaden it in time $t$ to a width $\Delta \epsilon(t)$. On the other hand, recalling that the quantum uncertainty is $\hbar/t$, for its total width we obtain

$$\Delta = \hbar/t + \Delta \epsilon(t). \tag{2.6}$$

As seen from eq. (2.6), the minimum width of a packet is reached in time $\tau_{\varphi}$, defined by eq. (2.5). Thus the time $\tau_{\varphi}$ is indeed the shortest observable relaxation time. Note that the usual Boltzmann equation for the symmetric part of the distribution function is valid only provided $\omega \tau_{\varphi} \gg \hbar$, although the distribution function itself and the quasiparticle description hold for quasiparticles of energy $\epsilon \gg \hbar/\tau_{\varphi}$. In section 3 we shall discuss the effect of electron–electron collisions on the time $\tau_{\varphi}$.

If a sample is placed in a magnetic field $H$, then the amplitudes of the probability for a particle to pass the loop $C$ clockwise and counterclockwise (fig. 1) acquire additional phase factors

$$A_1 \to A_1 \exp \left( i \frac{e}{\hbar c} \oint \mathbf{A} \cdot d\mathbf{l} \right) = A_1 \exp \left( \frac{i \pi H S}{\Phi_0} \right),$$

$$A_2 \to A_2 \exp \left( -\frac{i \pi H S}{\Phi_0} \right), \tag{2.7}$$

where $\Phi_0 = hc/2e$ is the quantum of magnetic flux, $S$ is the projection of the loop area on the plane perpendicular to the magnetic field direction. Expression (2.7) means that the phase difference between the waves passing along a closed loop clock- and counterclockwise is

$$\Delta \varphi = 2\pi \Phi/\Phi_0, \tag{2.8}$$
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where $\Phi$ is the magnetic flux traversing the loop. Therefore the magnetic field destroys interference, reduces the probability for a particle to return to a given point and, hence, reduces resistivity. This is the mechanism responsible for the phenomenon of negative magnetoresistance which was known for a long time and has not been explained until recently (Altshuler et al. 1980b, Kawabata 1980a, b). In section 6 we will give a more detailed analysis of this phenomenon in connection with the effect of electron–electron interaction on magnetoresistance. The characteristic scale of the magnetic field can be evaluated if we recall that interference breaks down when the phase difference becomes of order unity. The corresponding time $t_H$ is determined from the condition

$$\Delta \varphi \simeq \frac{HDt_H}{\Phi_0} \simeq 1,$$

$$t_H \simeq \frac{\Phi_0}{HD} \simeq \frac{L_H^2}{D}.$$  \hspace{1cm} (2.9)

where $L_H = (hc/2eH)^{1/2}$ is the magnetic length. The characteristic magnetic fields are determined by the condition $t_H \simeq \tau_\varphi$, i.e.,

$$H \simeq \frac{e}{c} \left( D\tau_\varphi \right)^{-1}.$$  

This condition can be rewritten

$$\omega_c \frac{\mu \tau_\varphi}{h} \simeq 1,$$  \hspace{1cm} (2.10)

where $\omega_c = eH/mc$ is the cyclotron frequency. As seen from eq. (2.10), the characteristic magnetic fields are much weaker than the classically strong fields in the parameter $h/\mu \tau_\varphi \ll 1$ ($\mu$ being the Fermi energy).

An asymptotic estimate for magnetoconductivity can be derived from eq. (2.3) if we take into account that the upper limit of integration should now be $t_H$ in place of $\tau_\varphi$ if $t_H \ll \tau_\varphi$. Eventually we obtain (Altshuler et al. 1980b, Kawabata 1980a, b):

$$\sigma(H) - \sigma(0) \simeq \frac{e^2}{h} \ln \frac{eHD\tau_\varphi}{hc}, \quad d = 2,$$

$$\simeq \frac{e^2}{h} \sqrt{\frac{eH}{hc}}, \quad d = 3.$$  \hspace{1cm} (2.11)

Note the most important features of the phenomenon:

1. The effect does not depend on the angle between the current and magnetic field ($d = 3$).

2. The effect manifests itself in classically weak magnetic fields where the conventional magnetoresistance is practically zero.

3. In two dimensions the effect is strongly anisotropic (Altshuler and Aronov 1981a).

4. In thin wires the effect is much weaker than it is in bulk samples...
One of the most remarkable manifestations of quantum interference is the oscillatory behavior of the resistance of hollow thin-walled cylinder as a function of the flux passing through it (Altshuler et al. 1981c).

Consider a metal cylinder enclosing a long coil so that everywhere outside the coil the magnetic field will be zero (fig. 2a). In the sample proper, however, the vector potential of magnetic field \( \mathbf{A} \) is nonzero; it has only a tangential component which is constant over sample thickness. We assume the electron mean free path \( l \) to be much smaller than the circumference \( L \), so that the electron spectrum is not quantized. According to eq. (2.8), the phase difference between the waves passing clock- and counterclockwise around the cylinder is

\[
\Delta \varphi = 2 \pi \Phi / \Phi_0, 
\]

where \( \Phi \) is the magnetic flux enclosed by the cylinder. Therefore the probability to find an electron at point A (fig. 2b) because of interference between the probability amplitudes will oscillate with a period \( \Phi_0 = \hbar c / 2 e \). Since the flux is the same for all the paths passing around the cylinder, the total resistance of the cylinder will be an oscillatory function of flux \( \Phi \) with a period \( \Phi_0 \). It should be emphasized that this effect should occur also in dirty metals where its relative magnitude, just as that of all quantum corrections, may even grow with decreasing mean free path, provided, of course, \( L \ll L_\varphi \). To observe this effect, it is sufficient to place a thin-walled cylinder in a magnetic field. D. Sharvin and Yu. Sharvin (1982) observed this effect on Mg and Li (Altshuler et al. 1982b) (fig. 3), placing a thin-walled cylinder in a magnetic field. The presence of a magnetic field in the sample results in the appearance

\[\text{Fig. 2. Aharonov-Bohm effect. (a) Geometry of experiment, (b) electron paths.}\]
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Fig. 3. Conductivity of a hollow Li-cylinder vs. magnetic field, after Altshuler et al. (1982b).

of a monotonic change of the resistance in the field and the damping of oscillations (Altshuler et al. 1982b).

If the magnetic flux traversing the cylinder is linearly dependent on time, then the cylinder conductivity will be an oscillatory function of time. The frequency of these oscillations is related to the induced electric field $E$ by an expression similar to Josephson’s expression $\omega = (2e/h)LE$.

Another oscillatory effect can be observed in a normal metal sandwiched between two superconductors (Spivak and Khmelnitskii 1982). Because of Andreev’s reflection of electrons at the superconductor boundary, the resistance of the normal metal should depend on the phase difference $\varphi = \chi_1 - \chi_2$ between the order parameters in superconductors and oscillate with a period $\pi$.

With the electron spin included, the interference terms $A_1A_2^\dagger$ contain information not only on the phase of an electron, but on its spin polarization as well. If the initial and final states are determined by the wave functions $\varphi_\alpha$ and $\varphi_\beta$, respectively, then the interference term can be written in the form $C = \frac{1}{2}(\varphi_\alpha^{(1)}\varphi_\beta^{(2)}\varphi_\beta^{(1)}\varphi_\alpha^{(2)})^*$. Turning to the total spin representation for two particles

$$\begin{align*}
\psi_{1, \pm 1} &= \varphi_\pm^{(1)}\varphi_\pm^{(2)}, \\
\psi_{1, 0} &= \frac{1}{2}\sqrt{2} \left( \varphi_+^{(1)}\varphi_-^{(2)} + \varphi_-^{(1)}\varphi_+^{(2)} \right), \\
\psi_{0, 0} &= \frac{1}{2}\sqrt{2} \left( \varphi_+^{(1)}\varphi_-^{(2)} - \varphi_-^{(1)}\varphi_+^{(2)} \right),
\end{align*}$$

we have

$$C = \frac{1}{2} \sum_{m=-1}^{m=+1} |\psi_{1, m}|^2 - \frac{1}{2} |\psi_{0, 0}|^2. \quad (2.13)$$
\(\psi_{1,m}\) contains information on the electron spin; it decays because of spin–orbit scattering in time \(\tau_{so}\), while \(\psi_{00}\) decays in time \(\tau_\varphi\). Therefore (Hikami et al. 1980, Efetov et al. 1980)

\[
\frac{\delta \sigma_d}{\sigma_d} \sim -\int_{\tau}^{\infty} \frac{\lambda^2 v}{a^{3-d} (Dt)^{d/2}} \left( \frac{1}{2} e^{-t/\tau_{so}} - \frac{1}{2} \right),
\]

which, for example, for the \(d = 2\) case yields

\[
\delta \sigma_2 \sim \frac{e^2}{h} \left( -\ln \frac{\tau_{so}}{\tau} \right), \quad \tau_{so} \gg \tau_\varphi, \quad \tau_\varphi \ll \tau_{so}.
\]

(2.14)

As seen from eq. (2.14), the spin–orbit scattering reverses the sign of the temperature correction to conductivity. In weak magnetic fields and under strong spin–orbit scattering the magnetoresistance becomes positive. As the magnetic field increases and the characteristic magnetic fields become larger than

\[
H_{so} \approx \frac{e}{c} \frac{1}{D\tau_{so}},
\]

the magnetoresistance reverses its sign. This effect was observed on thin films of copper (Gershenzon and Gubankov 1981) and Mg (Bergman 1982a, b). If, however, scattering occurs from paramagnetic impurities, then both terms in eq. (2.13) decay in a time of the order of \(\tau_s\), so that at \(\tau_s \ll \tau_\varphi\) the correction to conductivity is no more temperature dependent (Lee 1980).

In some semiconductors, e.g. Ge, Si and \(A^3B^5\) compounds, the valence band is fourfold degenerate at \(k = 0\), which corresponds to the moment \(\frac{1}{2}\). In this case the quantity \(C\) may be represented as a sum of terms corresponding to the total moment 0, 1, 2 and 3, respectively

\[
C = \frac{1}{4} C_3 - \frac{3}{4} C_2 + \frac{3}{4} C_1 - \frac{1}{4} C_0.
\]

If the light and heavy hole masses were equal, then we would have \(C_3 = C_2 = C_1 = C_0\). The splitting of the spectrum at \(k \neq 0\) is responsible for the higher multipole relaxation in any elastic scattering. Therefore \(C = -\frac{1}{4} C_0\) and, hence,
the interference contribution to conductivity is such that $\partial \sigma / \partial T < 0$ and the magnetoresistance is positive (Altshuler et al. 1981b). Strain removes degeneracy at $k = 0$, so that at a sufficiently large strain when the splitting exceeds the Fermi level $\mu$, only one branch of the spectrum need be taken into account. As a result, magnetoresistance reverses sign and becomes negative, while the interference contribution to conductivity grows with increasing temperature, $\partial \sigma / \partial T > 0$. Experiments performed before the development of the corresponding theory support qualitatively this behavior of magnetoresistance (Sugiyama 1964, Ionov 1979).

2.2. Diagrammatic technique and introduction of basic quantities

As already pointed out, the residual resistance in conductors is governed by impurity scattering, the conductivity being described by Drude's expression eq. (2.1). As for the general expression for the conductivity averaged over the impurity distribution, it can be written for the case of $T = 0$ in the form (Abrikosov et al. 1962):

$$\sigma_{ab}(\Omega) = \frac{N e^2}{m \Omega} \delta_{ab} + \frac{2 e^2}{m^2 \Omega} \int (dp_0 dp') \frac{d\epsilon}{2\pi} \rho_a \rho_b^*$$

$$\times \left\langle G(p, p', \epsilon + \frac{1}{2} \Omega)G(p', p, \epsilon - \frac{1}{2} \Omega) \right\rangle. \quad (2.15)$$

Here $G(p, p', \epsilon)$ is the Fourier transform of the exact Green's function, and $\langle \rangle$ denotes averaging over the impurity distribution. $(dp_0 dp') = d^\delta p / (2\pi)^\delta$, $\delta = 2$ for the purely two-dimensional case, $\delta = 3$ for a film or wire.*

The equation for Green's function can be written

$$[\epsilon - H_0 - V(r)] G_e(r, r') = \delta(r - r'), \quad (2.16)$$

where $V(r)$ is the random impurity potential, and $H_0$ is the free electron Hamiltonian. Applying the perturbation theory to the potential $V(r)$, and averaging each term of the expansion, we can present the solution in the form of a series, with each term related to the corresponding graph of the conventional diagrammatic technique (Abrikosov et al. 1962) (Fig. 4a). In this technique, thin solid lines correspond to bare Green's functions, and a dashed line, to the random potential correlator. If the random potential represents a

*Here and in what follows, except for final expressions, we take $\hbar = 1$. 
Fig. 4. (a) Diagram series for a random potential averaged Green's function. (b) Diagram series for conductivity. (c) Diagram equation for particle density correlator.

$\delta$-correlated Gaussian, then

$$\langle V(r) \rangle = 0, \quad \frac{1}{v_0} \langle V(r)V(r') \rangle = \langle V^2 \rangle \delta(r-r'). \quad (2.17)$$

Here $v_0$ is the sample volume. Eq. (2.17) corresponds to the Born approximation for interaction with short-range impurity potential, $\langle V^2 \rangle = N_i \int dr U_i^2(r)$, where $N_i$ is the impurity concentration, $U_i(r)$ the potential of a given impurity. When averaged over the impurity distribution, Green's function depends only on the difference $r-r'$, and can be written in the main approximation in $1/p^l$ in the form (Abrikosov et al. 1962)

$$\langle G_i(r, r') \rangle = \int (d\rho_0) G(\rho, \epsilon) \exp[i\rho(r-r')],$$

$$G(\rho, \epsilon) = \left( \epsilon - \frac{\rho^2}{2m} + \mu + \frac{i \text{sign} \epsilon}{2\tau} \right)^{-1} = G_R(\rho, \epsilon), \quad \epsilon > 0,$$

$$= G_A(\rho, \epsilon), \quad \epsilon < 0. \quad (2.18)$$
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Here ε is reckoned from the level of the chemical potential μ, \(G_R\) and \(G_A\) are the retarded and advanced Green’s functions:

\[
1/\tau = \pi \nu_{03} \langle V^2 \rangle.
\]

When spin is included, the density of states can be written

\[
\nu_{03} = -\frac{2}{\pi} \int (d p) \text{Im} G_R (p, \epsilon)
\]

and when the electron–electron interaction is neglected, \(\nu_{03} = mp_F / \pi^2\), \(\nu_{02} = m / \pi\). The diagram series for the conductivity is shown in fig. 4b. If the scattering is isotropic, then in the main approximation in \(1/\pi\) one may neglect diagrams with vertical lines, since they vanish when integrating over the angles \(\rho\) because of the vector nature of the current vertex. Substituting eq. (2.18) in (2.15) and taking into account that the integral in \(\epsilon\) and \(p\) of the product of Green’s functions with the same imaginary parts cancels the first term, we obtain Drude’s expression for \(\sigma(\Omega)\):

\[
\sigma(\Omega) = \frac{Ne^2}{m} \frac{1}{1 - i\Omega \tau}.
\]

Consider now the density–density correlation function depending only on the time difference, which we will define in the following way*:

\[
\langle \rho_{a\beta}(r, t) \rho_{\beta a}(r', t') \rangle_{\omega}
\]

\[
= i \int \frac{d(t-t')}{2\pi} e^{i\omega(t-t')} \langle \psi^+_\alpha(r, t) \psi_\beta(r, t) \psi^+_\beta(r', t') \psi_\alpha(r', t') \rangle, \tag{2.20}
\]

where \(\psi^+_\alpha(r, t)\) and \(\psi_\alpha(r, t)\) are the creation and destruction operators in Heisenberg’s representation, \(\alpha\) and \(\beta\) are the spin indices. Eq. (2.20) can be

* The usual definition of the density–density correlation function differs from eq. (2.20) and has the form

\[
\frac{1}{2\pi} \text{cth} \frac{\omega}{2\tau} \text{Im} \langle \rho(r, t) \rho(r', t') \rangle_{\omega q}.
\]
rewritten

\[
\langle \rho_{\alpha\beta}(r, t) \rho_{\gamma\delta}(r', t') \rangle_\omega = i \int \frac{d(t - t')}{2\pi} e^{i\omega(t - t')} \int \frac{d\epsilon}{2\pi} \frac{d\epsilon'}{2\pi} e^{i\epsilon t_1 + i\epsilon' t_1'}
\]

\[
\times \left\{ \psi_\alpha^+(r, t + \frac{1}{2} t_1) \psi_\beta(r, t - \frac{1}{2} t_1) \psi_\beta^+(r', t' - \frac{1}{2} t_1') \psi_\alpha(r', t' + \frac{1}{2} t_1') \right\} dt_1 dt_1'
\]

\[
= i \int \frac{d\epsilon}{2\pi} \frac{d\epsilon'}{2\pi} D_{\epsilon\epsilon}^{\alpha\beta\gamma\delta}(r, r', \omega). \tag{2.20a}
\]

If only scattering from static defects without spin-flip is considered, then

\[
D_{\epsilon\epsilon}^{\alpha\beta\gamma\delta}(r, r', \omega) = 2\pi D_\epsilon(r, r', \omega) \delta(\epsilon - \epsilon') \delta_{\alpha\beta} \delta_{\gamma\delta}.
\]

The quantity \( D_\epsilon(r, r', \omega) \) has the meaning of a correlation function for the density of particles of given energy and spin. The correlators \( \langle \rho\rho \rangle_\omega \) and \( D_\epsilon(r, r', \omega) \) are related to the two-particle Green's function in the \( \omega, \epsilon \)-representation, whose diagram series is shown in fig. 4c. The diagrams with intersection are small in the parameter \( 1/l \ll 1 \). Summing up the series yields

\[
D_\epsilon(\omega, q) = \pi \nu_{0\delta} \left\{ \theta(\epsilon + \frac{1}{2} \omega) \theta(\epsilon - \frac{1}{2} \omega) \xi_\epsilon(\omega, q)
\right.
\]

\[
+ \theta(-\epsilon - \frac{1}{2} \omega) \theta(-\epsilon + \frac{1}{2} \omega) \xi_\epsilon^*(\omega, q)
\]

\[
+ \theta(\epsilon + \frac{1}{2} \omega) \theta(-\epsilon + \frac{1}{2} \omega) \frac{\xi(\omega, q)}{1 - \xi(\omega, q)}
\]

\[
+ \theta(-\epsilon - \frac{1}{2} \omega) \theta(\epsilon - \frac{1}{2} \omega) \frac{\xi^*(\omega, q)}{1 - \xi^*(\omega, q)} \right\},
\]

where

\[
\xi_\epsilon(\omega, q) = \frac{1}{\pi \nu_{0\delta}} \int (dp) G_R(\epsilon + \frac{1}{2} \omega, p + \frac{1}{2} q) G_R(\epsilon - \frac{1}{2} \omega, p - \frac{1}{2} q),
\]

\[
\xi(\omega, q) = \frac{1}{\pi \nu_{0\delta}} \int (dp) G_R(\epsilon + \frac{1}{2} \omega, p + \frac{1}{2} q) G_A(\epsilon - \frac{1}{2} \omega, p - \frac{1}{2} q).
\]

(2.21)

(2.22)
In the limit of small $\omega$ and $q$ ($\omega \tau \ll 1$ and $q l \ll 1$)

$$\xi(\omega, q) = 1 + i\omega \tau - Dq^2 \tau,$$  \hspace{1cm} (2.23)

where $D = v^2 \tau / \delta$ is the diffusion coefficient.

Therefore

$$D(\omega, q) = \frac{\xi(\omega, q)}{1 - \xi(\omega, q)} \approx \frac{1}{(-i\omega + Dq^2) \tau}.$$  \hspace{1cm} (2.24)

The quantity $\xi(\omega, q)$ is much smaller than $\xi(\omega, q) \sim 1$ in the parameter $1/l$. However, when one calculates the correlator $\langle \rho(r, t) \rho(r', t') \rangle$, the contributions from the first two and the last two terms turn out to be of the same order because of a large difference in the ranges of integration in $\epsilon$. Substituting eqs. (2.21) in (2.20) and integrating in $\epsilon$, we obtain*

$$\langle \rho(r, t) \rho(r', t') \rangle_{\omega q} = v_0 \delta \frac{Dq^2}{-i\omega + Dq^2}.$$  \hspace{1cm} (2.25)

Note that the form of the correlation function (2.25) is not connected in any way with the above approximations, but is rather a consequence of the law of particle number conservation and of the diffusive nature of the density fluctuation propagation which always sets in at sufficiently long times and large distances for delocalized particles. The expression for $D(q, \omega)$ which also has a diffusion pole is a consequence of conservation of particles with given energy and, hence, is valid only for times short compared to the energy relaxation time ($\omega \gg 1/\tau_e$). In the presence of spin scattering or of an external magnetic field the diffusion pole becomes an essential function of its four spin variables. Its convolutions describe both the propagation of fluctuations in the total density of particles of given energy ($D^{\alpha\beta\gamma\delta}$), and the various components of the spin density matrix ($\sigma_\alpha^\gamma D^{\alpha\beta\gamma\delta}_{\beta^\gamma}$) ($\sigma^i$-Pauli matrix). Total density fluctuations do not depend on the spin scattering of electrons, and therefore $D^{\alpha\beta\gamma\delta}$ retains the pole form in the presence of spin scattering as well. At the same time, spin density fluctuations decay due to both spin–spin and spin–orbit scattering mechanisms, with the result that the singularity in $\sigma_\alpha^\gamma D^{\alpha\beta\gamma\delta}_{\beta^\gamma}$ at $\omega \to 0$, $q \to 0$ disappears. To facilitate calculations, the quantity $D^{\alpha\beta\gamma\delta}(q, \omega)$ may be conveniently expanded in states with the total electron and hole spin $j$ and its

*The form of the correlator for the case when long-range potentials are included will be discussed in section 3.
projection $M$ (Landau and Lifshits 1963)

$$D^{\alpha\beta\gamma\delta} = \sum_{j=0,1} C^{j,\alpha+\mu}_{\alpha} C^{j,\beta+\gamma}_{\beta} \delta(\alpha + \mu - \beta - \gamma) D^{(j,\alpha+\mu)},$$  \hspace{1cm} (2.26)

where $C^{j,\alpha\beta}_{\alpha\beta}$ are the Clebsch-Gordan coefficients. The fact that both the total spin and its projection are retained in the averaged two-particle propagator has been taken into account. Furthermore, $j$ and $M$ are retained in the two-particle Green's function even when the electron interaction is included. Spin scattering results in a decay of the diffusion pole at $j = 1$ whereas $D^{(j=0)}$ remains unaffected. At the same time the magnetic field $H$ does not change the form of equation for the diffusion propagator with $M = 0$, except for a change of the diffusion coefficient proper which becomes anisotropic and makes the density fluctuations also anisotropic. The effect of magnetic field on the $D^{(1, \pm 1)}$ components is associated with the splitting of the various spin subbands in magnetic field.

The spin-dependent part of the amplitude of electron scattering by impurities consists of a spin–spin and a spin–orbit part

$$f_s(p, p') = u_s \sigma_{\alpha\beta} \cdot S + i u_s \sigma_{\alpha\beta} [p \times p'],$$  \hspace{1cm} (2.27)

where $p$ and $p'$ are the electron momenta before and after scattering, respectively, and $S$ the impurity spin. The spin–spin and spin–orbit relaxation times can be written

$$\frac{1}{\tau_s} = \pi \nu_{0\delta} N_s |u_s|^2 S(S + 1),$$

$$\frac{1}{\tau_{so}} = \pi \nu_{0\delta} N_s |u_{so}|^2 \left[ (p \times p')^2 \right]$$  \hspace{1cm} (2.28)

where $N_s$ is the concentration of magnetic impurities, $N_i$ is the total impurity concentration.

The one-particle Green's function for an electron with spin projection $\alpha = \pm \frac{1}{2}$ on the direction of $H$ has the form

$$G(p, \epsilon) = \left[ \epsilon - \xi_p - \text{sign} \epsilon \frac{i}{2\tau} + \alpha \omega_s \right]^{-1}.$$  \hspace{1cm} (2.29)

Here $\omega_s$ is the Zeeman splitting

$$\omega_s = g \mu_B H,$$  \hspace{1cm} (2.30)
where \( g \) is the gyromagnetic ratio for the conduction electron, \( \mu_B = e/2m_0c \) is the Bohr magneton, and \( \xi_p = p^2/2m - \mu \).

Straightforward calculation by summation of ladder diagrams taking into account eqs. (2.27) and (2.29) yields the following expression for the diffusion pole

\[
D_{(\omega, q)}^{(j, M)} = \frac{1}{(-i\omega + Dq^2 + j/\tau_s - iM\omega_s)\tau},
\tag{2.31}
\]

where \( \tau_s \) is the total spin relaxation time,

\[
\frac{1}{\tau_s} = \frac{4}{3} \left( \frac{1}{\tau_s} + \frac{1}{\tau_{so}} \right).
\tag{2.32}
\]

To calculate quantum corrections to the conductivity of the noninteracting electron gas, one has to take into account interference. As mentioned in section 2.1, the interference term is proportional to \( \mathcal{A}\lambda_{\mathcal{A}} \). Since the probability amplitude \( \mathcal{A} \) is bilinear in the Heisenberg electron operators \( \psi(\mathbf{r}, t) \), we have to invoke the two-particle Green's function

\[
\begin{align*}
C_{\alpha\beta\gamma\mu}^t (\mathbf{r}, \mathbf{r}', t_1, t_1')
&= \frac{i}{\pi \nu_0 \delta \tau} \left( \psi_\alpha(\mathbf{r}, t + \frac{1}{2}t_1) \psi_\beta(\mathbf{r}, t - \frac{1}{2}t_1) \psi_\gamma^+(\mathbf{r}', t - \frac{1}{2}t_1') \psi_\mu^+(\mathbf{r}', t + \frac{1}{2}t_1') \right).
\tag{2.33}
\end{align*}
\]

We introduce the Fourier transform \( C_{\alpha\beta\gamma\mu}^t (\mathbf{r}, \mathbf{r}', t_1, t_1') \) for all times

\[
C_{\alpha\beta\gamma\mu}^t (\mathbf{r}, \mathbf{r}', \omega, \omega') = \int dt dt' C_{\alpha\beta\gamma\mu}^t (\mathbf{r}, \mathbf{r}', t_1, t_1') e^{i\omega t_1 + i\omega' t_1' + iet}.
\tag{2.34}
\]

When only elastic potential scattering is included,

\[
C_{\alpha\beta\gamma\mu}^t (\mathbf{r}, \mathbf{r}', \omega, \omega') = 2\pi \delta(\omega - \omega') \delta_{\alpha\beta} \delta_{\gamma\mu} C^t (\mathbf{r}, \mathbf{r}', \omega).
\]

Using the time inversion operator

\[
K_{\beta\alpha} \psi_{\alpha} = -i\sigma_{\beta\gamma} \psi_{\gamma}^+,
\tag{2.35}
\]
one can write eq. (2.33) in the form

$$C_{\alpha\beta\gamma\mu}(r, r', t_1, t_1') = \frac{i}{\pi \nu_0 e^2} \left\langle \psi^+_{\alpha}(r, t + \frac{1}{2}t_1) K_{\alpha\omega}^+ \psi_{\beta}(r, t - \frac{1}{2}t_1) \right.$$ 

$$\left\times \psi^+_{\gamma}(r', t - \frac{1}{2}t_1') K_{\mu\nu} \psi_{\mu}'(r', t + \frac{1}{2}t_1') \right\rangle. \quad (2.36)$$

As obvious from eq. (2.36), the diagram series for $C'(Q, \omega)$ differs from that for $D_e(r, r', \omega)$ only in time inversion on one of the electron lines (fig. 5). Therefore $C'(Q, \omega)$ has also a diffusion pole provided there are no scattering mechanisms noninvariant under time reversal,

$$C'(Q, \omega) = C(Q, \omega) \theta\left(\frac{1}{2}\omega - \epsilon\right) \theta\left(\frac{1}{2}\omega + \epsilon\right)$$

$$+ C^*(Q, \omega) \theta(\epsilon - \frac{1}{2}\omega) \theta(-\epsilon - \frac{1}{2}\omega), \quad (2.37)$$

where

$$C(Q, \omega) = \frac{1}{(-i\omega + DQ^2)f}.$$ 

It should be stressed that in contrast to the function $D(\omega, \mathbf{q})$, which has diffusion pole in the particle–hole channel at small difference momenta $\mathbf{q}$ and energy $\omega$, $C(Q, \omega)$ has a diffusion pole in the particle–particle channel at a small energy difference and a small total momentum $\mathbf{Q}$. This quantity is called the cooperon, or particle–particle diffusion propagator.

Calculation of singular contributions to conductivity at small $\Omega$ should include the diagrams containing as an internal block the graphs which yield after summation $C(Q, \omega)$. Such diagrams are presented in fig. 6.
For the quantum correction to conductivity we obtain (Gor'kov et al. 1979)

\[ \delta \sigma_d(\Omega) = -\frac{2De^2}{\pi} \int \frac{(dQ)}{-i\Omega + DQ^2} = -\frac{De^2\tau}{\pi} C_{\alpha\beta\alpha}(r, r, \Omega). \]  

(2.38)

As already pointed out in section 2.1, the external frequency determines the quantum corrections to conductivity if \( \Omega^{-1} \) is less than the phase relaxation time \( \tau_\phi \). In the opposite case \( (\Omega\tau_\phi < 1) - i\Omega \) in eq. (2.38) should be replaced by \( 1/\tau_\phi \). Thus we obtain (Anderson et al. 1979)

\[ \delta \sigma^{(d)} = -\frac{e^2}{\pi\hbar} L_\phi, \quad d = 1, \]

\[ = -\frac{e^2}{2\pi^2\hbar} \ln \frac{\tau_\phi}{\tau}, \quad d = 2, \]  

(2.39)

\[ = \text{const.} + \frac{e^2}{2\pi^2\hbar} \frac{1}{L_\phi}, \quad d = 3. \]

Expression (2.37) for \( C(Q, \omega) \) implies that the particle–particle diffusion propagator is described by the equation

\[ \left\{ \frac{\partial}{\partial t} + DQ^2 + \frac{1}{\tau_\phi} \right\} C(r, r') = \frac{1}{\tau} \delta(r - r') \delta(t - t'), \]  

(2.40)

where \( Q = -i\partial/\partial r = p_1 + p_2 \) is the total momentum operator of two particles. According to the general rules of quantum mechanics, \( p \to p - (e/c)A(r) \) in a magnetic field with vector potential \( A(r) \), so that eq. (2.40) can be rewritten

\[ \left\{ \frac{\partial}{\partial t} + D \left( \frac{Q - 2eA}{c} \right)^2 + \frac{1}{\tau_\phi} \right\} C(r, r') = \frac{1}{\tau} \delta(r - r') \delta(t - t'). \]  

(2.40a)