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This is my seventh and, who knows, maybe my last book. Since I published From Beirut to Jerusalem in 1989, I have been extremely lucky to have had a special group of teacher-friends who have been with me on this journey, many starting with that first book and others on virtually every one since. They have been incredibly generous in helping me think through ideas—over many years, over many hours, over many books and many columns. So this book is dedicated to them: Nahum Barnea, Stephen P. Cohen, Larry Diamond, John Doerr, Yaron Ezrahi, Jonathan Galassi, Ken Greer, Hal Harvey, Andy Karsner, Amory Lovins, Glenn Prickett, Michael Mandelbaum, Craig Mundie, Michael Sandel, Joseph Sassoon, and Dov Seidman. Their intellectual firepower has been awesome, their generosity has been extraordinary, and their friendship has been a blessing.


 

PART I

REFLECTING


 

ONE

Thank You for Being Late

Everyone goes into journalism for different reasons—and they’re often idealistic ones. There are investigative journalists, beat reporters, breaking-news reporters, and explanatory journalists. I have always aspired to be the latter. I went into journalism because I love being a translator from English to English.

I enjoy taking a complex subject and trying to break it down so that I can understand it and then can help readers better understand it—be that subject the Middle East, the environment, globalization, or American politics. Our democracy can work only if voters know how the world works, so they are able to make intelligent policy choices and are less apt to fall prey to demagogues, ideological zealots, or conspiracy buffs who may be confusing them at best or deliberately misleading them at worst. As I watched the 2016 presidential campaign unfold, the words of Marie Curie never rang more true to me or felt more relevant: “Nothing in life is to be feared, it is only to be understood. Now is the time to understand more, so that we may fear less.”

It’s no surprise so many people feel fearful or unmoored these days. In this book, I will argue that we are living through one of the greatest inflection points in history—perhaps unequaled since Johannes Gensfleisch zur Laden zum Gutenberg, a German blacksmith and printer, launched the printing revolution in Europe, paving the way for the Reformation. The three largest forces on the planet—technology, globalization, and climate change—are all accelerating at once. As a result, so many aspects of our societies, workplaces, and geopolitics are being reshaped and need to be reimagined.

When there is a change in the pace of change in so many realms at once, as we’re now experiencing, it is easy to get overwhelmed by it all. As John E. Kelly III, IBM’s senior vice president for cognitive solutions and IBM Research, once observed to me: “We live as human beings in a linear world—where distance, time, and velocity are linear.” But the growth of technology today is on “an exponential curve. The only exponential we ever experience is when something is accelerating, like a car, or decelerating really suddenly with a hard braking. And when that happens you feel very uncertain and uncomfortable for a short period of time.” Such an experience can also be exhilarating. You might think, “Wow, I just went from zero to sixty miles per hour in five seconds.” But you wouldn’t want to take a long trip like that. Yet that is exactly the trip we’re on, argued Kelly: “The feeling being engendered now among a lot of people is that of always being in this state of acceleration.”

In such a time, opting to pause and reflect, rather than panic or withdraw, is a necessity. It is not a luxury or a distraction—it is a way to increase the odds that you’ll better understand, and engage productively with, the world around you.

How so? “When you press the pause button on a machine, it stops. But when you press the pause button on human beings they start,” argues my friend and teacher Dov Seidman, CEO of LRN, which advises global businesses on ethics and leadership. “You start to reflect, you start to rethink your assumptions, you start to reimagine what is possible and, most importantly, you start to reconnect with your most deeply held beliefs. Once you’ve done that, you can begin to reimagine a better path.”

But what matters most “is what you do in the pause,” he added. “Ralph Waldo Emerson said it best: ‘In each pause I hear the call.’”

Nothing sums up better what I am trying to do with this book—to pause, to get off the merry-go-round on which I’ve been spinning for so many years as a twice-a-week columnist for The New York Times, and to reflect more deeply on what seems to me to be a fundamental turning point in history.

I don’t remember the exact date of my own personal declaration of independence from the whirlwind, but it was sometime in early 2015, and it was totally serendipitous. I regularly meet friends and interview officials, analysts, or diplomats over breakfast in downtown Washington, D.C., near the New York Times bureau. It’s my way of packing more learning into a day and not wasting breakfast by eating alone. Once in a while, though, with the D.C. traffic and subways in the morning always a crapshoot, my breakfast guests would arrive ten, fifteen, or even twenty minutes late. They would invariably arrive flustered, spilling out apologies as they sat down: “The Red Line subway was delayed…” “The Beltway was backed up…” “My alarm failed…” “My kid was sick…”

On one of those occasions, I realized I didn’t care at all about my guest’s tardiness, so I said: “No, no, please—don’t apologize. In fact, you know what, thank you for being late!”

Because he was late, I explained, I had minted time for myself. I had “found” a few minutes to just sit and think. I was having fun eavesdropping on the couple at the next table (fascinating!) and people-watching the lobby (outrageous!). And, most important, in the pause, I had connected a couple of ideas I had been struggling with for days. So no apology was necessary. Hence: “Thank you for being late.”

The first time, I just blurted out that response, not really thinking about it. But after another such encounter, I noticed that it felt good to have those few moments of unplanned-for, unscheduled time, and it wasn’t just me who felt better! And I knew why. Like many others, I was beginning to feel overwhelmed and exhausted by the dizzying pace of change. I needed to give myself (and my guests) permission to just slow down; I needed permission to be alone with my thoughts—without having to tweet about them, take a picture of them, or share them with anyone. Each time I reassured my guests that their lateness was not a problem, they would give me a quizzical look at first, but then a lightbulb would suddenly go on in their heads and they would say something like: “I know what you mean … ‘Thank you for being late!’ Hey, you’re welcome.”

In his sobering book Sabbath, the minister and author Wayne Muller observes how often people say to him, “I am so busy.” “We say this to one another with no small degree of pride,” Muller writes, “as if our exhaustion were a trophy, our ability to withstand stress a mark of real character … To be unavailable to our friends and family, to be unable to find time for the sunset (or even to know when the sun has set at all), to whiz through our obligations without time for a single, mindful breath, this has become a model of a successful life.”

I’d rather learn to pause. As the editor and writer Leon Wieseltier said to me once: technologists want us to think that patience became a virtue only because in the past “we had no choice”—we had to wait longer for things because our modems were too slow or our broadband hadn’t been installed, or because we hadn’t upgraded to the iPhone 7. “And so now that we have made waiting technologically obsolete,” added Wieseltier, “their attitude is: ‘Who needs patience anymore?’ But the ancients believed that there was wisdom in patience and that wisdom comes from patience … Patience wasn’t just the absence of speed. It was space for reflection and thought.” We are generating more information and knowledge than ever today, “but knowledge is only good if you can reflect on it.”

And it is not just knowledge that is improved by pausing. So, too, is the ability to build trust, “to form deeper and better connections, not just fast ones, with other human beings,” adds Seidman. “Our ability to forge deep relationships—to love, to care, to hope, to trust, and to build voluntary communities based on shared values—is one of the most uniquely human capacities we have. It is the single most important thing that differentiates us from nature and machines. Not everything is better faster or meant to go faster. I am built to think about my grandchildren. I am not a cheetah.”

It is probably no accident, therefore, that what sparked this book was a pause—a chance encounter I had in, of all places, a parking garage, and my decision not to rush off as usual but to engage with a stranger who approached me with an unusual request.

The Parking Attendant

It was early October 2014. I had driven my car from my home in Bethesda to the downtown there and parked in the public parking garage beneath the Hyatt Regency hotel, where I was meeting a friend at the Daily Grill for breakfast. As required, I got a time-stamped ticket when I arrived. After breakfast, I located my car in the garage and headed for the exit. I drove up to the cashier’s booth and handed the man there my ticket, but before studying it, he studied me.

“I know who you are,” said the elderly gentleman with a foreign accent and a warm smile.

“Great,” I hurriedly responded.

“I read your column,” he said.

“Great,” I responded, itching to be on my way home.

“I don’t always agree,” he said.

“Great,” I responded. “It means you always have to check.”

We exchanged a few more pleasantries; he gave me my change and I drove off, thinking: “It’s nice to know the parking guy reads my column in The New York Times.”

About a week later, I parked in the same garage, as I do roughly once a week to catch the Red Line subway to downtown D.C. from the Bethesda Metro station. I got the same time-stamped ticket, I took the subway to Washington, I spent the day at my office, and I took the Metro back. Then I went down to the garage, located my car, and headed for the exit—and encountered the same attendant in the booth.

I handed him my time-stamped ticket, but this time, before he handed me my change, he said: “Mr. Friedman, I write, too. I have my own blog. Would you look at it?”

“How can I find it?” I asked. He then wrote down the Web address on a small piece of white paper normally used to print out receipts. It said “odanabi.com,” and he handed it to me with my change.

I drove off, curious to check it out. But along the way my mind quickly drifted to other thoughts, like: “Holy mackerel! The parking guy is now my competitor! The parking guy has his own blog! He’s a columnist, too! What’s going on here?”

So I got home and called up his website. It was in English and focused on political and economic issues in Ethiopia, where he was from. It concentrated on relations among different ethnic and religious communities, the Ethiopian government’s undemocratic actions, and some of the World Bank’s activities in Africa. The blog was well designed and displayed a strong pro-democracy bent. The English was good but not perfect. The subject didn’t greatly interest me, though, so I didn’t spend a lot of time on the site.

But over the next week I kept thinking about this guy: How did he get into blogging? What did it say about our world that such an obviously educated man works as a parking cashier by day but has his own blog by night, a platform that enables him to participate in a global dialogue and tell the whole world about the issues that animate him, that is, Ethiopian democracy and society?

I decided I needed to pause—and learn more about him. The only problem was that I didn’t have his personal e-mail, so the only way for me to contact him was to take the subway to work every day and park in the public garage to see if, by chance, I could bump into him again. And that’s what I did.

After several days of coming up empty, I was rewarded when one morning I arrived very early and my blogger-parker was there in the cashier’s booth. I stopped at the ticket machine, put my car into park, got out, and waved to him.

“Hey, it’s Mr. Friedman again,” I said. “Can I have your e-mail address? I want to talk to you.”

He found a scrap of paper and wrote it down for me. His full name, I discovered, was Ayele Z. Bojia. That same evening I e-mailed him and asked him to tell me a little bit about his background and when he started blogging. I told him I was thinking of writing a book on writing about the twenty-first century and I was interested in how other people got into the blogging/opinion-writing universe.

He e-mailed me back on November 1, 2014: “I consider the first article I posted on Odanabi.com is also the first day I start blogging … Of course, if the question is also about what motivates me doing that, there are quite a good number of issues that bother me back home in my country of origin—Ethiopia—on which I would like to reflect my personal perspectives. I hope you would excuse me if I am not able to instantaneously respond to your message as I am doing that in between work. Ayele.”

On November 3, I e-mailed him again: “What were you doing in Ethiopia before you came here and what are the issues that bother you most? No rush. Thanks, Tom.”

And the same day he wrote back: “Great. I see a big reciprocity here. You are interested to know what issues bother me most while I am interested to learn from you how I can best communicate those issues of my concern to my target constituency and the larger public.”

To which I immediately answered: “Ayele, You have a deal! Tom.” I promised to share with him all that I could about how to write a column, if he would tell me his life story. He immediately agreed, and we set a date. Two weeks later I came from my office in downtown D.C., near the White House, and Bojia came up from his parking garage, and we met nearby at Peet’s Coffee & Tea in Bethesda. He was sitting at a small table by the window. He had salt-and-pepper hair and a mustache and wore a green wool scarf wrapped around his neck. He began by telling me his story of how he became an opinion writer—and then I told him mine—as we each sipped Peet’s finest brew.

Bojia, who was sixty-three when we first met, explained that he’d graduated with a BA in economics from Haile Selassie I University, named after the longtime Ethiopian emperor. He is an Orthodox Christian and an Oromo, the largest ethnic group in Ethiopia, with its own distinct language. Dating back from his time as a campus Oromo activist, he explained, he’d been promoting the culture and aspirations of the Oromo people in the context of a democratic Ethiopia.

“All my effort is geared towards making it possible for all peoples of Ethiopia to be proud of whatever nationality they belong to and be a proud Ethiopian by citizenship,” Bojia explained. Those efforts drew the ire of the Ethiopian regime and forced him into political exile in 2004.

Bojia, who bore himself with the dignity of an educated immigrant whose day job was just to earn money so he could seriously blog at night, added: “I am not trying to write for the writing sake. I want to learn the techniques. [But] I have a cause to promote.”

He named his blog Odanabi.com after a town in Ethiopia near the capital, Addis Ababa. The town is currently being touted to become the administrative and cultural seat of the Oromia regional government. He explained that he began his writing career on various Ethiopian Web platforms—Nazret.com, Ayyaantuu.net, AddisVoice.com, and Gadaa.com, an Oromo site, but their pace and his eagerness to participate in ongoing debates did not match: “I am appreciative of those websites, which gave me an opportunity to express my views, but the process was just too slow.” So, he explained, as “a person working at the parking garage with certain financial constraints, I had to open this website [of my own] to have this regular outlet for myself.” His site is hosted by Bluehost.com for a small fee.

The political field in Ethiopia is dominated by extremes, Bojia added: “There is no middle ground open to reason.” One of the things that impressed him about America and that he wanted to bring to Ethiopia was the way “people stand for their rights, but also see the other guy’s points of view.” (Maybe you have to be a foreigner from a divided land working in an underground parking garage to see today’s America as a country where arguments are bringing people closer, but I loved his optimism!)

He may just be in the cashier’s booth making change, he told me, but he’s always trying to observe people and how they express themselves and convey their opinions. “Before I came here I never heard of Tim Russert,” Bojia said of the late, great Meet the Press host. “I don’t know him, but when I started following [his program] it was kind of infectious for me. When he engages he doesn’t push people in an extreme way. He is merciless in presentation of his facts and very respectful to others’ feeling.” As a result, Bojia concluded, “by the time he is finished every discussion you feel that he gave us some information”—and triggered something in the mind of the person he interviewed. Tim would have liked that.

Does he know how many people read his blog? I asked.

“From month to month it fluctuates with the issue, but there is a steady audience out there,” he informed me, adding that the Web metrics he uses suggest that he is being read in around thirty different countries. But then he added: “If there is any way you can help me manage my website, I will be extremely happy.” The thirty-five hours a week he’d spent over the last eight years working in the parking garage were just for “subsistence—my website is where my energy is.”

I promised to do what I could to help. Who could resist a parking attendant who knows his Web metrics! But I had to ask: “What’s it like for you—parking attendant by day, Web activist by night—to have your own global blog, while sitting in Washington and reaching people in thirty countries”—even if the numbers are small?

“I feel like I am a little bit empowered at this time,” Bojia answered without hesitation. “These days I kind of regret that I wasted my time. I would have started some three or four years ago, and not sent stuff here and there. Had I concentrated on developing my own blog by now I would have a bigger audience … I have a deep satisfaction from what I am doing. I am doing something positive that helps my country.”

Heating and Lighting

So over the next few weeks I e-mailed Bojia two memos on how I went about constructing a column, and I followed up with another meeting at Peet’s coffee shop to make certain that he understood what I was trying to say. I can’t say how much it helped him, but I learned an enormous amount from our encounters—more than I ever anticipated.

For starters, just entering Bojia’s world a tiny bit was an eye-opener. A decade ago the two of us would have had little in common, and now we were colleagues of sorts. Each of us was on a journey to bring our priorities to a wider audience, to participate in the global discussion and to tilt the world our way. We were both also part of a bigger trend. “We have never seen a time when more people could make history, record history, publicize history, and amplify history all at the same time,” remarked Dov Seidman. In previous epochs, “to make history you needed an army, to record it you needed a film studio or a newspaper, to publicize it you needed a publicist. Now anyone can start a wave. Now anyone can make history with a keystroke.”

And Bojia was doing just that. Artists and writers have moonlighted from time immemorial. What is new today is how many can now moonlight, how many others they can now touch from the moonlight if what they write is compelling, how fast they can go global if they prove they have something to say, and how little money it now costs to do so.

To live up to my side of the bargain with Bojia, I had to think more deeply about the craft of opinion writing than I had ever done before. I had been a columnist for nearly twenty years when we met, after being a reporter for seventeen years, and our encounter forced me to pause and put into words the difference between reporting and opinion writing and what actually makes a column “work.”

In my two memos to Bojia I explained that there is no set formula for writing a column, no class you attend, and that everyone does it differently to some degree. But there were some general guidelines I could offer. When you are a reporter, your focus is on digging up facts to explain the visible and the complex and to unearth and expose the impenetrable and the hidden—wherever that takes you. You are there to inform, without fear or favor. Straight news often has enormous influence, but it’s always in direct proportion to how much it informs, exposes, and explains.

Opinion writing is different. When you are a columnist, or a blogger in Bojia’s case, your purpose is to influence or provoke a reaction and not just to inform—to argue for a certain perspective so compellingly that you persuade your readers to think or feel differently or more strongly or afresh about an issue.

That is why, I explained to Bojia, as a columnist, “I am either in the heating business or the lighting business.” Every column or blog has to either turn on a lightbulb in your reader’s head—illuminate an issue in a way that will inspire them to look at it anew—or stoke an emotion in your reader’s heart that prompts them to feel or act more intensely or differently about an issue. The ideal column does both.

But how do you go about generating heat or light? Where do opinions come from? I am sure every opinion writer would offer a different answer. My short one is that a column idea can spring from anywhere: a newspaper headline that strikes you as odd, a simple gesture by a stranger, the moving speech of a leader, the naïve question of a child, the cruelty of a school shooter, the wrenching tale of a refugee. Everything and anything is raw fodder for creating heat or light. It all depends on the connections you make and insights you surface to buttress your opinion.

More broadly speaking, though, I told Bojia, column writing is an act of chemistry—precisely because you must conjure it up yourself. A column doesn’t write itself the way a breaking news story does. A column has to be created.

This act of chemistry usually involves mixing three basic ingredients: your own values, priorities, and aspirations; how you think the biggest forces, the world’s biggest gears and pulleys, are shaping events; and what you’ve learned about people and culture—how they react or don’t—when the big forces impact them.

When I say your own values, priorities, and aspirations, I mean the things that you care about most and aspire to see implemented most intensely. That value set helps you determine what is important and worth opining about, as well as what you will say. It is okay to change your mind as an opinion writer; what is not okay is to have no mind—to stand for nothing, or for everything, or only for easy and safe things. An opinion writer has to emerge from some framework of values that shapes his or her thinking about what should be supported or opposed. Are you a capitalist, a communist, a libertarian, a Keynesian, a conservative, a liberal, a neocon, or a Marxist?

When I refer to the world’s big gears and pulleys, I am talking about what I call “the Machine.” (Hat tip to Ray Dalio, the renowned hedge fund investor, who describes the economy as “a machine.”) To be an opinion writer, you also always need to be carrying around a working hypothesis of how you think the Machine works—because your basic goal is to take your values and push the Machine in their direction. If you don’t have a theory about how the Machine works, you’ll either push it in a direction that doesn’t accord with your beliefs or you won’t move it at all.

And when I say people and culture, I mean how different peoples and cultures are affected by the Machine when it moves and how they, in turn, affect the Machine when they react. Ultimately columns are about people—the crazy things they say, do, hate, and hope for. I like to collect data to inform columns—but never forget: talking to another human being is also data. The columns that get the most response are almost always the ones about people, not numbers. Also, never forget that the best-selling book of all time is a collection of stories about people. It’s called the Bible.

I argued to Bojia that the most effective columns emerge from mixing and rubbing these three ingredients together: you can’t be an effective opinion writer without a set of values that informs what you’re advocating. Dov Seidman likes to remind me of the Talmudic saying “What comes from the heart enters the heart.” What doesn’t come from your heart will never enter someone else’s heart. It takes caring to ignite caring; it takes empathy to ignite empathy. You also can’t have an effective column without some “take” on the biggest forces shaping the world in which we live and how to influence them. Your view of the Machine can never be perfect or immutable. It always has to be a work in progress that you are building and rebuilding as you get new information and the world changes. But it is very difficult to persuade people to do something if you can’t connect the dots for them in a convincing way—why this action will produce this result, because this is how the gears and pulleys of the Machine work. And, finally, I told Bojia, you’ll never have an opinion column that works unless it is inspired and informed by real people. It can’t just be the advocacy of abstract principles.

When you put your value set together with your analysis of how the Machine works and your understanding of how it is affecting people and culture in different contexts, you have a worldview that you can then apply to all kinds of situations to produce your opinions. Just as a data scientist needs an algorithm to cut through all the unstructured data and all the noise to see the relevant patterns, an opinion writer needs a worldview to create heat and light.

But to keep that worldview fresh and relevant, I suggested to Bojia, you have to be constantly reporting and learning—more so today than ever. Anyone who falls back on tried-and-true formulae or dogmatisms in a world changing this fast is asking for trouble. Indeed, as the world becomes more interdependent and complex, it becomes more vital than ever to widen your aperture and to synthesize more perspectives.

My own thinking on this subject has been deeply influenced by Lin Wells, who teaches strategy at the National Defense University. According to Wells, it is fanciful to suppose that you can opine about or explain this world by clinging to the inside or outside of any one rigid explanatory box or any single disciplinary silo. Wells describes three ways of thinking about a problem: “inside the box,” “outside the box,” and “where there is no box.” The only sustainable approach to thinking today about problems, he argues, “is thinking without a box.”

Of course, that doesn’t mean having no opinion. Rather, it means having no limits on your curiosity or the different disciplines you might draw on to appreciate how the Machine works. Wells calls this approach—which I will employ in this book—being “radically inclusive.” It involves bringing into your analysis as many relevant people, processes, disciplines, organizations, and technologies as possible—factors that are often kept separate or excluded altogether. For instance, the only way you will understand the changing nature of geopolitics today is if you meld what is happening in computing with what is happening in telecommunications with what is happening in the environment with what is happening in globalization with what is happening in demographics. There is no other way today to develop a fully rounded picture.

These are the main lessons I shared with Bojia in my memos and our coffees. But here is a confession, which I also happily shared with him at our last meeting, which happened as I was completing this book: I had never thought this deeply about my own craft and what makes a column work until our chance encounter prompted me to do so. Had I not paused to engage him, I never would have taken apart, examined, and then reassembled my own framework for making sense of the world in a period of rapid change.

Not surprisingly, the experience set my mind whirring. And not surprisingly, my meetings with Bojia soon led me to start asking myself the same questions I was asking him to explore: What is my value set and where did it come from? How do I think the Machine works today? And what have I learned about how different peoples and cultures are being impacted by the Machine and responding to it?

That’s what I started doing—in the pause—and the rest of this book is my answer.

Part II is about how I think the Machine works now—what I think are the biggest forces reshaping more things in more places in more ways on more days. Hint: the Machine is being driven by simultaneous accelerations in technology, globalization, and climate change, all interacting with one another.

And Part III is about how these accelerating forces are affecting people and cultures. That is, how they are reshaping the workplace, geopolitics, politics, ethical choices, and communities—including the small town in Minnesota where I grew up and where my own values were shaped.

Part IV offers the conclusions I draw from it all.

In short, this book is one giant column about the world today. It aims to define the key forces that are driving change around the world, to explain how they are affecting different people and cultures, and to identify what I believe to be the values and responses most appropriate to managing these forces, in order to get the most out of them for the most people in the most places and to cushion their harshest impacts.

So you never know what can result from pausing to talk to another person. To make a short story long—Bojia got a framework for his blog and I got a framework for this book. Think of it as an optimist’s guide to thriving and building resilience in this age of accelerations, surely one of the great transformative moments in history.

As a reporter, I am continually amazed that often, when you go back and re-report a story or a period of history, you discover things you never saw the first time. As I began to write this book, it immediately became clear to me that the technological inflection point that is driving the Machine today occurred in a rather innocuous-sounding year: 2007.

What the hell happened in 2007?


 

PART II

ACCELERATING


 

TWO

What the Hell Happened in 2007?

John Doerr, the legendary venture capitalist who backed Netscape, Google, and Amazon, doesn’t remember the exact day anymore; all he remembers is that it was shortly before Steve Jobs took the stage at the Moscone Center in San Francisco on January 9, 2007, to announce that Apple had reinvented the mobile phone. Doerr will never forget, though, the moment he first laid eyes on that phone. He and Jobs, his friend and neighbor, were watching a soccer match that Jobs’s daughter was playing in at a school near their homes in Palo Alto. As play dragged on, Jobs told Doerr that he wanted to show him something.

“Steve reached into the top pocket of his jeans and pulled out the first iPhone,” Doerr recalled for me, “and he said, ‘John, this device nearly broke the company. It is the hardest thing we’ve ever done.’ So I asked for the specs. Steve said that it had five radios in different bands, it had so much processing power, so much RAM [random access memory], and so many gigabits of flash memory. I had never heard of so much flash memory in such a small device. He also said it had no buttons—it would use software to do everything—and that in one device ‘we will have the world’s best media player, world’s best telephone, and world’s best way to get to the Web—all three in one.’”

Doerr immediately volunteered to start a fund that would support creation of applications for this device by third-party developers, but Jobs wasn’t interested at the time. He didn’t want outsiders messing with his elegant phone. Apple would do the apps. A year later, though, he changed his mind; that fund was launched, and the mobile phone app industry exploded. The moment that Steve Jobs introduced the iPhone turns out to have been a pivotal junction in the history of technology—and the world.

There are vintage years in wine and vintage years in history, and 2007 was definitely one of the latter.

Because not just the iPhone emerged in 2007—a whole group of companies emerged in and around that year. Together, these new companies and innovations have reshaped how people and machines communicate, create, collaborate, and think. In 2007, storage capacity for computing exploded thanks to the emergence that year of a framework for software called Hadoop, making “big data” possible for all. In 2007, development began on an open-source platform for writing and collaborating on software, called GitHub, that would vastly expand the ability of software to start, as Netscape founder Marc Andreessen once put it, “eating the world.” On September 26, 2006, Facebook, a social networking site that had been confined to users on college campuses and at high schools, was opened to everyone at least thirteen years old with a valid e-mail address, and started to scale globally. In 2007, a micro-blogging company called Twitter, which had been part of a broader start-up, was spun off as its own separate platform and also started to scale globally. Change.org, the most popular social mobilization website, emerged in 2007.

In late 2006, Google bought YouTube, and in 2007 it launched Android, an open-standards platform for devices that would help smartphones scale globally with an alternative operating system to Apple’s iOS. In 2007, AT&T, the iPhone’s exclusive connectivity provider, invested in something called “software-enabled networks”—thus rapidly expanding its capacity to handle all the cellular traffic created by this smartphone revolution. According to AT&T, mobile data traffic on its national wireless network increased by more than 100,000 percent from January 2007 through December 2014. 

Also in 2007, Amazon released something called the Kindle, onto which, thanks to Qualcomm’s 3G technology, you could download thousands of books anywhere in the blink of an eye, launching the e-book revolution. In 2007, Airbnb was conceived in an apartment in San Francisco. In late 2006, the Internet crossed one billion users worldwide, which seems to have been a tipping point. In 2007, Palantir Technologies, the leading company using big data analytics and augmented intelligence to, among other things, help the intelligence community find needles in haystacks, launched its first platform. “Computing power and storage reached a level that made it possible for us to create an algorithm that could make a lot of sense out of things we could not make sense of before,” explained Palantir’s cofounder Alexander Karp. In 2005, Michael Dell decided to relinquish his job as CEO of Dell and step back from the hectic pace and just be its chairman. Two years later he realized that was bad timing. “I could see that the pace of change had really accelerated. I realized we could do all this different stuff. So I came back to run the company in … 2007.”

It was also in 2007 that David Ferrucci, who led the Semantic Analysis and Integration Department at IBM’s Watson Research Center in Yorktown Heights, New York, and his team began building a cognitive computer called Watson—“a special-purpose computer system designed to push the envelope on deep question and answering, deep analytics, and the computer’s understanding of natural language,” noted the website HistoryofInformation.com. “‘Watson’ became the first cognitive computer, combining machine learning and artificial intelligence.”

In 2007, Intel introduced non-silicon materials—known as high-k/metal gates (the term refers to the transistor gate electrode and transistor gate dielectric)—into microchips for the first time. This very technical fix was hugely important. Although non-silicon materials were already used in other parts of the microprocessor, their introduction into the transistor helped Moore’s law—the expectation that the power of microchips would double roughly every two years—continue on its path of delivering exponential growth in computing power. At that time there was real concern that Moore’s law was hitting a wall with traditional silicon transistors.

“By opening the way to non-silicon materials it gave Moore’s law another shot in the arm at a time when many people were thinking it was coming to an end,” said Sadasivan Shankar, who worked on Intel’s material design team at the time and now teaches materials and computational sciences at the Harvard School of Engineering and Applied Sciences. Commenting on the breakthrough, the New York Times Silicon Valley reporter John Markoff wrote on January 27, 2007: “Intel, the world’s largest chip maker, has overhauled the basic building block of the information age, paving the way for a new generation of faster and more energy-efficient processors. Company researchers said the advance represented the most significant change in the materials used to manufacture silicon chips since Intel pioneered the modern integrated-circuit transistor more than four decades ago.”

For all of the above reasons, 2007 was also “the beginning of the clean power revolution,” said Andy Karsner, the U.S. assistant secretary of energy for efficiency and renewable energy from 2006 to 2008. “If anyone in 2005 or 2006 told you their predictive models captured where clean tech and renewable energy went in 2007 they are lying. Because what happened in 2007 was the beginning of an exponential rise in solar energy, wind, biofuels, LED lighting, energy efficient buildings, and the electrification of vehicles. It was a hockey stick moment.”

Last but certainly not least, in 2007 the cost of DNA sequencing began to fall dramatically as the biotech industry shifted to new sequencing techniques and platforms, leveraging all the computing and storage power that was just exploding. This change in instruments was a turning point for genetic engineering and led to the “rapid evolution of DNA sequencing technologies that has occurred in recent years,” according to Genome.gov. In 2001, it cost $100 million to sequence just one person’s genome. On September 30, 2015, Popular Science reported: “Yesterday, personal genetics company Veritas Genetics announced that it had reached a milestone: participants in its limited, but steadily expanding Personal Genetics Program can get their entire genome sequenced for just $1,000.” 

As the graphs on the next two pages display, 2007 was clearly a turning point for many technologies.

Technology has always moved up in step changes. All the elements of computing power—processing chips, software, storage chips, networking, and sensors—tend to move forward roughly as a group. As their improving capacities reach a certain point, they tend to meld together into a platform, and that platform scales a new set of capabilities, which becomes the new normal. As we went from mainframes to desktops to laptops to smartphones with mobile applications, each generation of technology got easier and more natural for people to use than the one before. When the first mainframe computers came out, you needed to have a computer science degree to use them. Today’s smartphone can be accessed by young children and the illiterate.

As step changes in technology go, though, the platform birthed around the year 2007 surely constituted one of the greatest leaps forward in history. It suffused a new set of capabilities to connect, collaborate, and create throughout every aspect of life, commerce, and government. Suddenly there were so many more things that could be digitized, so much more storage to hold all that digital data, so many faster computers and so much more innovative software that could process that data for insights, and so many more organizations and people (from the biggest multinationals to the smallest Indian farmers) who could access those insights, or contribute to them, anywhere in the world through their handheld computers—their smartphones.

[image: image]

[image: image]

[image: image]

This is the central technology engine driving the Machine today. It snuck up on us very fast. In 2004, I started writing a book about what I thought then was the biggest force driving the Machine—namely, how the world was getting wired to such a degree that more people in more places had an equal opportunity to compete, connect, and collaborate with more other people for less money with greater ease than ever before. I called that book The World Is Flat: A Brief History of the Twenty-First Century. The first edition came out in 2005. I wrote an updated 2.0 edition in 2006 and a 3.0 edition in 2007. And then I stopped, thinking I had built a pretty solid framework that could last me as a columnist for a while.

I was very wrong! Indeed, 2007 was a really bad year to stop thinking.

I first realized just how bad the minute I sat down in 2010 to write my most recent book, That Used to Be Us: How America Fell Behind in the World It Invented and How We Can Come Back, which I coauthored with Michael Mandelbaum. As I recalled in that book, the first thing I did when I started working on it was to get the first edition of The World Is Flat off my bookshelf—just to remind myself what I was thinking when I started back in 2004. I cracked it open to the index, ran my finger down the page, and immediately discovered that Facebook wasn’t in it! That’s right—when I was running around in 2004 declaring that the world was flat, Facebook didn’t even exist yet, Twitter was still a sound, the cloud was still in the sky, 4G was a parking space, “applications” were what you sent to college, LinkedIn was barely known and most people thought it was a prison, Big Data was a good name for a rap star, and Skype, for most people, was a typographical error. All of those technologies blossomed after I wrote The World Is Flat—most of them around 2007.

So a few years later, I began updating in earnest my view of how the Machine worked. A crucial impetus was a book I read in 2014 by two MIT business school professors—Erik Brynjolfsson and Andrew McAfee—entitled The Second Machine Age: Work, Progress, and Prosperity in a Time of Brilliant Technologies. The first machine age, they argued, was the Industrial Revolution, which accompanied the invention of the steam engine in the 1700s. This period was “all about power systems to augment human muscle,” explained McAfee in an interview, “and each successive invention in that age delivered more and more power. But they all required humans to make decisions about them.” Therefore, the inventions of that era actually made human control and labor “more valuable and important.”

Labor and machines were, broadly speaking, complementary, he added. In the second machine age, though, noted Brynjolfsson, “we are beginning to automate a lot more cognitive tasks, a lot more of the control systems that determine what to use that power for. In many cases today artificially intelligent machines can make better decisions than humans.” So humans and software-driven machines may increasingly be substitutes, not complements.

The key, but not the only, driving force making this possible, they argued, was the exponential growth in computing power as represented by Moore’s law: the theory first postulated by Intel cofounder Gordon Moore in 1965 that the speed and power of microchips—that is, computational processing power—would double roughly every year, which he later updated to every two years, for only slightly more money with each new generation. Moore’s law has held up close to that pattern for fifty years.

To illustrate this kind of exponential growth, Brynjolfsson and McAfee recalled the famous legend of the king who was so impressed with the man who invented the game of chess that he offered him any reward. The inventor of chess said that all he wanted was enough rice to feed his family. The king said, “Of course, it shall be done. How much would you like?” The man asked the king to simply place a single grain of rice on the first square of a chessboard, then two on the next, then four on the next, with each subsequent square receiving twice as many grains as the previous one. The king agreed, noted Brynjolfsson and McAfee—without realizing that sixty-three instances of doubling yields a fantastically big number: something like eighteen quintillion grains of rice. That is the power of exponential change. When you keep doubling something for fifty years you start to get to some very big numbers, and eventually you start to see some very funky things that you have never seen before.

The authors argued that Moore’s law just entered the “second half of the chessboard,” where the doubling has gotten so big and fast we’re starting to see stuff that is fundamentally different in power and capability from anything we have seen before—self-driving cars, computers that can think on their own and beat any human in chess or Jeopardy! or even Go, a 2,500-year-old board game considered vastly more complicated than chess. That is what happens “when the rate of change and the acceleration of the rate of change both increase at the same time,” said McAfee, and “we haven’t seen anything yet!”

So, at one level, my view of the Machine today is built on the shoulders of Brynjolfsson and McAfee’s fundamental insight into how the steady acceleration in Moore’s law has affected technology—but I think the Machine today is even more complicated. That’s because it’s not just pure technological change that has hit the second half of the chessboard. It is also two other giant forces: accelerations in the Market and in Mother Nature.

“The Market” is my shorthand for the acceleration of globalization. That is, global flows of commerce, finance, credit, social networks, and connectivity generally are weaving markets, media, central banks, companies, schools, communities, and individuals more tightly together than ever. The resulting flows of information and knowledge are making the world not only interconnected and hyperconnected but interdependent—everyone everywhere is now more vulnerable to the actions of anyone anywhere.

And “Mother Nature” is my shorthand for climate change, population growth, and biodiversity loss—all of which have also been accelerating, as they, too, enter the second halves of their chessboards.

Here again, I am standing on the shoulders of others. I derive the term “the age of accelerations” from a series of graphs first assembled by a team of scientists led by Will Steffen, a climate change expert and researcher at the Australian National University, Canberra. The graphs, which originally appeared in a 2004 book entitled Global Change and the Earth System: A Planet Under Pressure, looked at how technological, social, and environmental impacts were accelerating and feeding off one another from 1750 to 2000, and particularly since 1950. The term “Great Acceleration” was coined in 2005 by these same scientists to capture the holistic, comprehensive, and interlinked nature of all these changes simultaneously sweeping across the globe and reshaping the human and biophysical landscapes of the Earth system. An updated version of those graphs was published in the Anthropocene Review on March 2, 2015; they appear here of this book.

“When we started the project it was ten years since the first accelerations had been published, which ran from 1750 to 2000,” explained Owen Gaffney, director of strategy for the Stockholm Resilience Centre, and part of the Great Acceleration team. “We wanted to update the graphs to 2010 to see if the trajectory had altered any”—and indeed it had, he said: it had accelerated.

It is the core argument of this book that these simultaneous accelerations in the Market, Mother Nature, and Moore’s law together constitute the “age of accelerations,” in which we now find ourselves. These are the central gears driving the Machine today. These three accelerations are impacting one another—more Moore’s law is driving more globalization and more globalization is driving more climate change, and more Moore’s law is also driving more potential solutions to climate change and a host of other challenges—and at the same time transforming almost every aspect of modern life.

Craig Mundie, a supercomputer designer and former chief of strategy and research at Microsoft, defines this moment in simple physics terms: “The mathematical definition of velocity is the first derivative, and acceleration is the second derivative. So velocity grows or shrinks as a function of acceleration. In the world we are in now, acceleration seems to be increasing. [That means] you don’t just move to a higher speed of change. The rate of change also gets faster … And when the rate of change eventually exceeds the ability to adapt you get ‘dislocation.’ ‘Disruption’ is what happens when someone does something clever that makes you or your company look obsolete. ‘Dislocation’ is when the whole environment is being altered so quickly that everyone starts to feel they can’t keep up.”

That is what is happening now. “The world is not just rapidly changing,” adds Dov Seidman, “it is being dramatically reshaped—it is starting to operate differently” in many realms all at once. “And this reshaping is happening faster than we have yet been able to reshape ourselves, our leadership, our institutions, our societies, and our ethical choices.”

Indeed, there is a mismatch between the change in the pace of change and our ability to develop the learning systems, training systems, management systems, social safety nets, and government regulations that would enable citizens to get the most out of these accelerations and cushion their worst impacts. This mismatch, as we will see, is at the center of much of the turmoil roiling politics and society in both developed and developing countries today. It now constitutes probably the most important governance challenge across the globe.

Astro Teller’s Graph

The most illuminating illustration of this phenomenon was sketched out for me by Eric “Astro” Teller, the CEO of Google’s X research and development lab, which produced Google’s self-driving car, among other innovations. Appropriately enough, Teller’s formal title at X is “Captain of Moonshots.” Imagine someone whose whole mandate is to come to the office every day and, with his colleagues, produce moonshots—turning what others would consider science fiction into products and services that could transform how we live and work. His paternal grandfather was the physicist Edward Teller, designer of the hydrogen bomb, and his maternal grandfather was Gérard Debreu, a Nobel Prize–winning economist. Good genes, as they say. We were in a conference room at X headquarters, which is a converted shopping mall. Teller arrived at our interview on Rollerblades, which is how he keeps up with his daily crush of meetings.

He wasted no time before launching into an explanation of how the accelerations in Moore’s law and in the flow of ideas are together causing an increase in the pace of change that is challenging the ability of human beings to adapt.

Teller began by taking out a small yellow 3M notepad and saying: “Imagine two curves on a graph.” He then drew a graph with the Y axis labeled “rate of change” and the X axis labeled “time.” Then he drew the first curve—a swooping exponential line that started very flat and escalated slowly before soaring to the upper outer corner of the graph, like a hockey stick: “This line represents scientific progress,” he said. At first it moves up very gradually, then it starts to slope higher as innovations build on innovations that have come before, and then it starts to soar straight to the sky.

What would be on that line? Think of the introduction of the printing press, the telegraph, the manual typewriter, the Telex, the mainframe computer, the first word processors, the PC, the Internet, the laptop, the mobile phone, search, mobile apps, big data, virtual reality, human-genome sequencing, artificial intelligence, and the self-driving car.

A thousand years ago, Teller explained, that curve representing scientific and technological progress rose so gradually that it could take one hundred years for the world to look and feel dramatically different. For instance, it took centuries for the longbow to go from development into military use in Europe in the late thirteenth century. If you lived in the twelfth century, your basic life was not all that different than if you lived in the eleventh century. And whatever changes were being introduced in major towns in Europe or Asia took forever to reach the countryside, let alone the far reaches of Africa or South America. Nothing scaled globally all at once.

But by 1900, Teller noted, this process of technological and scientific change “started to speed up” and the curve started to accelerate upward. “That’s because technology stands on its own shoulders—each generation of invention stands on the inventions that have come before,” said Teller. “So by 1900, it was taking twenty to thirty years for technology to take one step big enough that the world became uncomfortably different. Think of the introduction of the car and the airplane.”

Then the slope of the curve started to go almost straight up and off the graph with the convergence of mobile devices, broadband connectivity, and cloud computing (which we will discuss shortly). These developments diffused the tools of innovation to many more people on the planet, enabling them to drive change farther, faster, and more cheaply.

“Now, in 2016,” he added, “that time window—having continued to shrink as each technology stood on the shoulders of past technologies—has become so short that it’s on the order of five to seven years from the time something is introduced to being ubiquitous and the world being uncomfortably changed.”

What does this process feel like? In my first book about globalization, The Lexus and the Olive Tree, I included a story Lawrence Summers told me that captured the essence of where we’d come from and where we were heading. It was 1988, Summers recalled, and he was working on the Michael Dukakis presidential campaign, which sent him to Chicago to give a speech. A car picked him up at the airport to take him to the event, and when he slipped into the car he discovered a telephone fixed into the backseat. “I thought it was sufficiently neat to have a cell phone in my car in 1988 that I used it to call my wife to tell her that I was in a car with a phone,” Summers told me. He also used it to call everyone else he could think of, and they were just as excited.

Just nine years later Summers was deputy treasury secretary. On a trip to the Ivory Coast in West Africa, he had to inaugurate an American-funded health care project in a village upriver from the main city, Abidjan, that was opening its first potable water well. What he remembered most, though, he told me, was that on his way back from the village, as he stepped into a dugout canoe to return downriver, an Ivory Coast official handed him a cell phone and said: “Washington has a question for you.” In nine years Summers went from bragging that he was in a car with a mobile phone in Chicago to nonchalantly using one in the backseat of his dugout canoe in Abidjan. The pace of change had not only quickened but was now happening at a global scale.

That Other Line

So that is what is going on with scientific and technological progress—but Teller wasn’t done drawing his graph for me. He’d promised two lines, and he now drew the second, a straight line that began many years ago above the scientific progress line but since then had climbed far more incrementally, so incrementally you could barely detect its positive slope.

“The good news is that there is a competing curve,” Teller explained. “This is the rate at which humanity—individuals and society—adapts to changes in its environment.” These, he added, can be technological changes (mobile connectivity), geophysical changes (such as the Earth warming and cooling), or social changes (there was a time when we weren’t okay with mixed-race marriages, at least here in the United States). “Many of those major changes were driven by society, and we have adapted. Some were more or less uncomfortable. But we adapted.”

Indeed, the good news is that we’ve gotten a little bit faster at adapting over the centuries, thanks to greater literacy and knowledge diffusion. “The rate at which we can adapt is increasing,” said Teller. “A thousand years ago, it probably would have taken two or three generations to adapt to something new.” By 1900, the time it took to adapt got down to one generation. “We might be so adaptable now,” said Teller, “that it only takes ten to fifteen years to get used to something new.”

Alas, though, that may not be good enough. Today, said Teller, the accelerating speed of scientific and technological innovations (and, I would add, new ideas, such as gay marriage) can outpace the capacity of the average human being and our societal structures to adapt and absorb them. With that thought in mind, Teller added one more thing to the graph—a big dot. He drew that dot on the rapidly sloping technology curve just above the place where it intersected with the adaptability line.

He labeled it: “We are here.” The graph, as redrawn for this book, can be seen on the next page.

That dot, Teller explained, illustrates an important fact: even though human beings and societies have steadily adapted to change, on average, the rate of technological change is now accelerating so fast that it has risen above the average rate at which most people can absorb all these changes. Many of us cannot keep pace anymore.

“And that is causing us cultural angst,” said Teller. “It’s also preventing us from fully benefiting from all of the new technology that is coming along every day … In the decades following the invention of the internal combustion engine—before the streets were flooded with mass-produced cars—traffic laws and conventions were gradually put into place. Many of those laws and conventions continue to serve us well today, and over the course of a century, we had plenty of time to adapt our laws to new inventions, such as freeways. Today, however, scientific advances are bringing seismic shifts to the ways in which we use our roads; legislatures and municipalities are scrambling to keep up, tech companies are chafing under outdated and sometimes nonsensical rules, and the public is not sure what to think. Smartphone technology gave rise to Uber, but before the world figures out how to regulate ride-sharing, self-driving cars will have made those regulations obsolete.”
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This is a real problem. When fast gets really fast, being slower to adapt makes you really slow—and disoriented. It is as if we were all on one of those airport moving sidewalks that was going around five miles an hour and suddenly it sped up to twenty-five miles an hour—even as everything else around it stayed roughly the same. That is really disorienting for a lot of people.

If the technology platform for society can now turn over in five to seven years, but it takes ten to fifteen years to adapt to it, Teller explained, “we will all feel out of control, because we can’t adapt to the world as fast as it’s changing. By the time we get used to the change, that won’t even be the prevailing change anymore—we’ll be on to some new change.”

That is dizzying for many people, because they hear about advances such as robotic surgery, gene editing, cloning, or artificial intelligence, but have no idea where these developments will take us.

“None of us have the capacity to deeply comprehend more than one of these fields—the sum of human knowledge has far outstripped any single individual’s capacity to learn—and even the experts in these fields can’t predict what will happen in the next decade or century,” said Teller. “Without clear knowledge of the future potential or future unintended negative consequences of new technologies, it is nearly impossible to draft regulations that will promote important advances—while still protecting ourselves from every bad side effect.”

In other words, if it is true that it now takes us ten to fifteen years to understand a new technology and then build out new laws and regulations to safeguard society, how do we regulate when the technology has come and gone in five to seven years? This is a problem.

Let’s take patents as one example of a system that was built for a world in which changes arrived more slowly, explained Teller. The standard patent arrangement was: “We’ll give you a monopoly on your idea for twenty years”—usually minus time to issue the actual patent—“in exchange for which people will get to know the information in the patent after it expires.” But what if most new technologies are obsolete after four to five years, asked Teller, “and it takes four to five years to get your patents issued? That makes patents increasingly irrelevant in the world of technology.”

Another big challenge is the way we educate our population. We go to school for twelve or more years during our childhoods and early adulthoods, and then we’re done. But when the pace of change gets this fast, the only way to retain a lifelong working capacity is to engage in lifelong learning. There is a whole group of people—judging from the 2016 U.S. election—who “did not join the labor market at age twenty thinking they were going to have to do lifelong learning,” added Teller, and they are not happy about it.

All of these are signs “that our societal structures are failing to keep pace with the rate of change,” he said. Everything feels like it’s in constant catch-up mode. What to do? We certainly don’t want to slow down technological progress or abandon regulation. The only adequate response, said Teller, “is that we try to increase our society’s ability to adapt.” That is the only way to release us from the society-wide anxiety around tech. “We can either push back against technological advances,” argued Teller, “or we can acknowledge that humanity has a new challenge: we must rewire our societal tools and institutions so that they will enable us to keep pace. The first option—trying to slow technology—may seem like the easiest solution to our discomfort with change, but humanity is facing some catastrophic environmental problems of its own making, and burying our heads in the sand won’t end well. Most of the solutions to the big problems in the world will come from scientific progress.”

If we could “enhance our ability to adapt even slightly,” he continued, “it would make a significant difference.” He then returned to our graph and drew a dotted line that rose up alongside the adaptability line but faster. This line simulated our learning faster as well as governing smarter, and therefore intersected with the technology/science change line at a higher point.
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Enhancing humanity’s adaptability, argued Teller, is 90 percent about “optimizing for learning”—applying features that drive technological innovation to our culture and social structures. Every institution, whether it is the patent office, which has improved a lot in recent years, or any other major government regulatory body, has to keep getting more agile—it has to be willing to experiment quickly and learn from mistakes. Rather than expecting new regulations to last for decades, it should continuously reevaluate the ways in which they serve society. Universities are now experimenting with turning over their curriculum much faster and more often to keep up with the change in the pace of change—putting a “use-by date” on certain courses. Government regulators need to take a similar approach. They need to be as innovative as the innovators. They need to operate at the speed of Moore’s law.

“Innovation,” Teller said, “is a cycle of experimenting, learning, applying knowledge, and then assessing success or failure. And when the outcome is failure, that’s just a reason to start the cycle over again.” One of X’s mottos is “Fail fast.” Teller tells his teams: “I don’t care how much progress you make this month; my job is to cause your rate of improvement to increase—how do we make the same mistake in half the time for half the money?”

In sum, said Teller, what we are experiencing today, with shorter and shorter innovation cycles, and less and less time to learn to adapt, “is the difference between a constant state of destabilization versus occasional destabilization.” The time of static stability has passed us by, he added. That does not mean we can’t have a new kind of stability, “but the new kind of stability has to be dynamic stability. There are some ways of being, like riding a bicycle, where you cannot stand still, but once you are moving it is actually easier. It is not our natural state. But humanity has to learn to exist in this state.”

We’re all going to have to learn that bicycle trick.

When that happens, said Teller, “in a weird way we will be calm again, but it will take substantial relearning. We definitely don’t train our children for dynamic stability.”

We will need to do that, though, more and more, if we want future generations to thrive and find their own equilibrium. The next four chapters are about the underlying accelerations in Moore’s law, the Market, and Mother Nature that define how the Machine works today. If we are going to achieve the dynamic stability Teller speaks of, we must understand how these forces are reshaping the world, and why they became particularly dynamic—beginning around 2007.


 

THREE

Moore’s Law

Lives are changed when people connect. Life is changed when everything is connected.

—Qualcomm motto

One of the hardest things for the human mind to grasp is the power of exponential growth in anything—what happens when something keeps doubling or tripling or quadrupling over many years and just how big the numbers can get. So whenever Intel’s CEO, Brian Krzanich, tries to explain the impact of Moore’s law—what happens when you keep doubling the power of microchips every two years for fifty years—he uses this example: if you took Intel’s first-generation microchip from 1971, the 4004, and the latest chip Intel has on the market today, the sixth-generation Intel Core processor, you will see that Intel’s latest chip offers 3,500 times more performance, is 90,000 times more energy efficient, and is about 60,000 times lower in cost. To put it more vividly, Intel engineers did a rough calculation of what would happen had a 1971 Volkswagen Beetle improved at the same rate as microchips did under Moore’s law.

These are the numbers: Today, that Beetle would be able to go about three hundred thousand miles per hour. It would get two million miles per gallon of gas, and it would cost four cents! Intel engineers also estimated that if automobile fuel efficiency improved at the same rate as Moore’s law, you could, roughly speaking, drive a car your whole life on one tank of gasoline.

What makes today’s pace of technological change so extraordinary is this: it’s not only the computational speed of microchips that’s been in steady nonlinear acceleration; it’s all the other components of the computer, too. Every computing device today has five basic components: (1) the integrated circuits that do the computing; (2) the memory units that store and retrieve information; (3) the networking systems that enable communications within and across computers; (4) the software applications that enable different computers to perform myriad tasks individually and collectively; and (5) the sensors—cameras and other miniature devices that can detect movement, language, light, heat, moisture, and sound and transform any of them into digitized data that can be mined for insights. Amazingly, Moore’s law has many cousins. This chapter will show how the steady acceleration in the power of all five of these components, and their eventual melding into something we now call “the cloud,” has taken us somewhere new—to that dot drawn by Astro Teller, the place where the pace of technological and scientific change outstrips the speed with which human beings and societies can usually adapt.

Gordon Moore

Let’s begin our story with microchips, also known as integrated circuits, also known as microprocessors. These are the devices that run all of a computer’s programs and memory. The dictionary will tell you that a microprocessor is like a mini computational engine built on a single silicon chip, hence its shorthand name, the “microchip,” or just the “chip.” A microprocessor is built out of transistors, which are tiny switches that can turn a flow of electricity on or off. The computational power of a microprocessor is a function of how fast the transistors actually turn on and off and how many of these you can fit onto a single silicon chip. Before the invention of the transistor, early computer designers relied on bulb-like vacuum tubes, the kind you used to see in the back of an old television, to switch electricity on or off to create computation. This made them very slow and hard to build.

And then suddenly everything changed in the summer of 1958. Jack Kilby, an engineer at Texas Instruments, “found a solution to this problem,” reports NobelPrize.org.

Kilby’s idea was to make all the components and the chip out of the same block (monolith) of semiconductor material … In September 1958, he had his first integrated circuit ready … 

By making all the parts out of the same block of material and adding the metal needed to connect them as a layer on top of it, there was no more need for individual discrete components. No more wires and components had to be assembled manually. The circuits could be made smaller and the manufacturing process could be automated.

A half year later, another engineer, Robert Noyce, came up with his own idea for the integrated circuit—an idea that elegantly solved some of the problems of Kilby’s circuit and made it possible to more seamlessly interconnect all the components on a single chip of silicon. And so the digital revolution was born.

Noyce cofounded Fairchild Semiconductor in 1957 (and later Intel) to develop these chips, along with several other engineers, including Gordon E. Moore, who held a doctorate in physical chemistry from the California Institute of Technology and would become director of the research and development laboratories at Fairchild. The company’s great innovation was developing a process to chemically print tiny transistors onto a chip of silicon crystal, making them much easier to scale and more suitable for mass production. As Fred Kaplan notes in his book 1959: The Year Everything Changed, the microchip might not have taken off if it hadn’t been for big government programs, notably the race to the moon and the Minuteman ICBM. Both needed sophisticated guidance systems that had to fit inside very small nose cones. The demands of the Defense Department started to create economies of scale for these microchips, and the first person to appreciate that was Gordon Moore.

“Moore was perhaps the first to realize that Fairchild’s chemical printing approach to making the microchip meant that they would not only be smaller, more reliable, and use less power than conventional electronic circuits, but also that microchips would be cheaper to produce,” noted David Brock in the 2015 special issue of Core, the magazine of the Computer History Museum. “In the early 1960s, the entire global semiconductor industry adopted Fairchild’s approach to making silicon microchips, and a market emerged for them in military fields, particularly aerospace computing.”

I interviewed Moore in May 2015 at the Exploratorium in San Francisco for the fiftieth anniversary of Moore’s law. Although eighty-six years old at the time, all of his microprocessors were definitely still functioning with tremendous efficiency! In late 1964, Moore explained to me, Electronics magazine asked him to submit an article for their thirty-fifth-anniversary edition predicting what was going to happen in the semiconductor component industry in the next ten years. So he took out his notes and surveyed what had happened up to that time: Fairchild had gone from making a single transistor on a chip to a chip with about eight elements—transistors and resistors—while the new chips just about to be released had about twice that number of elements, sixteen, and in their lab they were experimenting with thirty elements and imagining how they would get to sixty! When he plotted it all on a log, it became clear they were doubling every year, so for the article he took a wild guess and predicted this doubling would continue for at least a decade.

As he put it in that now famous Electronics article, which appeared on April 19, 1965, entitled “Cramming More Components onto Integrated Circuits”: “The complexity for minimum component costs has increased at a rate of roughly a factor of two per year … There is no reason to believe it will not remain nearly constant for at least ten years.” The Caltech engineering professor Carver Mead, a friend of Moore’s, later dubbed this “Moore’s law.”

Moore explained to me: “I had been looking at integrated circuits—[they] were really new at that time, only a few years old—and they were very expensive. There was a lot of argument as to why they would never be cheap, and I was beginning to see, from my position as head of a laboratory, that the technology was going to go in the direction where we would get more and more stuff on a chip and it would make electronics less expensive … I had no idea it was going to turn out to be a relatively precise prediction, but I knew the general trend was in that direction and I had to give some kind of a reason why it was important to lower the cost of electronics.” The original prediction looked at ten years, which involved going from about sixty elements on an integrated circuit to sixty thousand—a thousand-fold extrapolation over ten years. But it came true. Moore realized that pace could not likely be sustained, though, so in 1975 he updated his prediction and said the doubling would happen roughly every two years and the price would stay almost the same.

[image: image]

And it just kept coming true.

“The fact that something similar is going on for fifty years is truly amazing,” Moore said to me. “You know, there were all kinds of barriers we could always see that [were] going to prevent taking the next step, and somehow or other, as we got closer, the engineers had figured out ways around these.”

What is equally striking in Moore’s 1965 article is how many predictions he got right about what these steadily improving microchips would enable:

Integrated circuits will lead to such wonders as home computers—or at least terminals connected to a central computer—automatic controls for automobiles, and personal portable communications equipment. The electronic wristwatch needs only a display to be feasible today … 

In telephone communications, integrated circuits in digital filters will separate channels on multiplex equipment. [They] will also switch telephone circuits and perform data processing.

Computers will be more powerful, and will be organized in completely different ways … Machines similar to those in existence today will be built at lower costs and with faster turn-around.

Moore could fairly be said to have anticipated the personal computer, the cell phone, self-driving cars, the iPad, big data, and the Apple Watch. The only thing he missed, I joked with him, was “microwave popcorn.”

I asked Moore, when was the moment he came home and said to his wife, Betty, “Honey, they’ve named a law after me”?

“For the first twenty years, I couldn’t utter the term ‘Moore’s law’—it was embarrassing,” he responded. “It wasn’t a law. Finally, I got accustomed to it, where now I could say it with a straight face.”

Given that, is there something that he wishes he had predicted—like Moore’s law—but didn’t? I asked him.

“The importance of the Internet surprised me,” said Moore. “It looked like it was going to be just another minor communications network that solved certain problems. I didn’t realize it was going to open up a whole universe of new opportunities, and it certainly has. I wish I had predicted that.”

There are so many wonderful examples of Moore’s law in action that it is hard to pick a favorite. Here’s one of the best I have ever come across, offered by the writer John Lanchester in a March 15, 2015, essay in the London Review of Books entitled “The Robots Are Coming.”

“In 1996,” wrote Lanchester, “in response to the 1992 Russo-American moratorium on nuclear testing, the U.S. government started a program called the Accelerated Strategic Computing Initiative [ASCI]. The suspension of testing had created a need to be able to run complex computer simulations of how old weapons were ageing, for safety reasons, and also—it’s a dangerous world out there!—to design new weapons without breaching the terms of the moratorium.”

In order to accomplish that, Lanchester added:

ASCI needed more computing power than could be delivered by any existing machine. Its response was to commission a computer called ASCI Red, designed to be the first supercomputer to process more than one teraflop. A “flop” is a floating point operation, i.e., a calculation involving numbers which include decimal points … (computationally much more demanding than calculations involving binary ones and zeroes). A teraflop is a trillion such calculations per second. Once Red was up and running at full speed, by 1997, it really was a specimen. Its power was such that it could process 1.8 teraflops. That’s 18 followed by 11 zeros. Red continued to be the most powerful supercomputer in the world until about the end of 2000.

I was playing on Red only yesterday—I wasn’t really, but I did have a go on a machine that can process 1.8 teraflops. This Red equivalent is called the PS3 [PlayStation 3]: it was launched by Sony in 2005 and went on sale in 2006. Red was only a little smaller than a tennis court, used as much electricity as eight hundred houses, and cost $55 million. The PS3 fits underneath a television, runs off a normal power socket, and you can buy one for under two hundred [pounds]. Within a decade, a computer able to process 1.8 teraflops went from being something that could only be made by the world’s richest government for purposes at the furthest reaches of computational possibility, to something a teenager could reasonably expect to find under the Christmas tree.

Now that Moore’s law has entered the second half of the chessboard, how much farther can it go? A microchip, or chip, as we said, is made up of transistors, which are tiny switches; these switches are connected by tiny copper wires that act like pipes through which electrons flow. The way a chip operates is that you push electrons as fast as possible through many copper wires on a single chip. When you send electrons from one transistor to another, you are sending a signal to turn a given switch on and off and thus perform some kind of computing function or calculation. With each new generation of microchips, the challenge is to push electrons through thinner and thinner wires to more and smaller switches to shut the electron flow on and off faster and faster to generate more computing power with as little energy and heat as possible for as low a cost as possible in as small a space as possible.

“Someday it has to stop,” said Moore. “No exponential like this goes on forever.”

We are not there yet, though.

For fifty years the industry has kept finding new ways to either shrink transistor dimensions by roughly 50 percent at roughly the same cost, thus offering twice the transistors for the same price, or fit the same number of transistors for half the cost. It has done so by shrinking the transistors and making the wires thinner and more closely spaced. In some cases, this has involved coming up with new structures and materials, all to keep that exponential growth roughly on track every twenty-four months or so. Just one example: the earliest integrated circuits used one layer of aluminum wire pipes; today they use thirteen layers of copper pipes, each placed on top of the other with nanoscale manufacturing.

“I have probably seen the death of Moore’s law predicted a dozen times,” Intel’s CEO, Brian Krzanich, told me. “When we were working at three microns [one-thousandth of a millimeter: 0.001 millimeters, or about 0.000039 inches], people said, ‘How will we get below that—can we make film thickness thin enough to make such devices and could we reduce the wavelength of light to pattern such small features?’ But each time we found breakthroughs. It is never obvious beforehand and it is not always the answer that is first prescribed that provides the breakthrough. But every time we have broken through the next barrier.”

Truth be told, said Krzanich, the last two iterations of Moore’s law were accomplished after closer to two and a half years rather than two, so there has been some slowing down. Even so, whether the exponential is happening every one, two, or three years, the important point is that thanks to this steady nonlinear improvement in microchips, we keep steadily making machines, robots, phones, watches, software, and computers smarter, faster, smaller, cheaper, and more efficient.

“We are at the fourteen-nanometer generation, which is way below anything you can see with the human eye,” Krzanich explained, referring to Intel’s latest microchip. “The chip might be the size of your fingernail and on that chip will be over one billion transistors. We know how to get to ten nanometers pretty well, and we have most of the answers for seven and even five. Beyond five nanometers there are a bunch of ideas that people are thinking about. But that is how it has always been through time.”

Bill Holt, Intel’s executive vice president of technology and manufacturing, is the man in charge of keeping Moore’s law going. On the tour he gave me of Intel’s Portland, Oregon, chip fabrication plant, or fab, I watched through windows into the clean room where twenty-four hours a day robots move the chips from one manufacturing process to the next, while men and women in white lab coats make sure the robots are happy. Holt, too, has little patience for those who are sure Moore’s law is running out. So much work is being done now with new materials that can pack more transistors that use less energy and create less heat, says Holt, that he is confident in ten years “something” will come along and lead the next generation of Moore’s law.

But even if new materials aren’t discovered, it is important to remember that from the very beginning the processing power in microchips was also improved by software advances, not just silicon. “More powerful chips were what enabled more sophisticated software, and some of that more sophisticated software was then used to make the chips themselves get faster through new designs and optimization of all the complexity that was growing on the chip itself,” remarked Craig Mundie.

And it is these mutually reinforcing breakthroughs in chip design and software that have laid the foundation for the recent breakthroughs in artificial intelligence, or AI. Because machines are now able to absorb and process data at previously unimagined rates and amounts, they can now recognize patterns and learn much as our biological brains do. 

But it all started with that first microchip and Moore’s law. “Plenty of people have predicted the end of Moore’s law plenty of times,” Holt concluded, “and they predicted it for different reasons. The only thing they all have in common is that they were all wrong.”

Sensors: Why Guessing Is Officially Over

There was a time when you might have referred to someone as “dumb as a fire hydrant” or “dumb as a garbage can.”

I wouldn’t do that anymore.

One of the major and perhaps unexpected consequences of technological acceleration is this: fire hydrants and garbage cans are now getting really smart. For instance, consider the Telog Hydrant Pressure Recorder, which attaches to a fire hydrant and broadcasts its water pressure wirelessly straight to the desktop of the local utility, greatly reducing blowouts and hydrant breakdowns. And now you can pair that with Bigbelly garbage cans, which are loaded with sensors that wirelessly announce when they are full and in need of being emptied—so the garbage collectors can optimize their service routes and the city can become cleaner for less money. Yes, even the garbageman is a tech worker now. The company’s website notes that “each Bigbelly receptacle measures 25" W × 26.8" D × 49.8" H and uses built-in solar panels to run motorized compactors, which dramatically reduce waste volumes to help create greener, cleaner streets … The receptacles have built-in cloud computing technology to digitally signal to trash collectors that they have reached capacity and need immediate attention.”

That garbage can could take an SAT exam!

What is making hydrants and garbage cans so much smarter is another acceleration, not directly related to computing per se but critical for expanding what computing can now do—and that is sensors. WhatIs.com defines a sensor as “a device that detects and responds to some type of input from the physical environment. The specific input could be light, heat, motion, moisture, pressure, or any one of a great number of other environmental phenomena. The output is generally a signal that is converted to human-readable display at the sensor location or transmitted electronically over a network for reading or further processing.”

Thanks to the acceleration of the miniaturization of sensors, we are now able to digitize four senses—sight, taste, touch, and hearing—and are working on the fifth: smell. A wirelessly connected fire hydrant pressure sensor creates a digital measurement that tells the utility when the pressure is too high and too low. A temperature sensor tracks the expansion and contraction of the liquid in a thermometer to create a digital temperature readout. Motion sensors emit regular energy flows—microwaves, ultrasonic waves, or light beams—but send out a digital signal when that flow is interrupted by a person or car or animal entering its path. Police now bounce sensor beams off cars to measure their speed, and bounce sound waves off buildings to locate the source of a gunshot. The light sensor on your computer measures the light in your work area and then adjusts the screen brightness accordingly. Your Fitbit is a combination of sensors measuring the number of steps you take, the distance you’ve gone, the calories you’ve burned, and how vigorously you move your limbs. The camera in your phone is a still and video camera capturing and transmitting images from anywhere to anywhere.

This vast expansion in our ability to sense our environment and turn it into digitized data was made possible by breakthroughs in materials science and nanotechnology that created sensors so small, cheap, smart, and resistant to heat and cold that we could readily install them and fasten them to measure stress under extreme conditions and then transmit the data. Now we can even paint them—using a process called 3-D inking—on any parts of any machine, building, or engine.

To better understand the world of sensors I visited General Electric’s huge software center in San Ramon, California, to interview Bill Ruh, GE’s chief digital officer. That in itself is a story. GE, thanks in large part to its accelerating ability to put sensors all over its industrial equipment, is becoming more of a software company, with a big base now in Silicon Valley. Forget about washing machines—think intelligent machines. GE’s ability to install sensors everywhere is helping to make possible the “industrial Internet,” also known as the “Internet of Things” (IoT), by enabling every “thing” to carry a sensor that broadcasts how it is feeling at any moment, thus allowing its performance to be immediately adjusted or predicted in response. This Internet of Things, Ruh explained, “is creating a nervous system that will allow humans to keep up with the pace of change, make the information load more usable,” and basically “make every thing intelligent.”

General Electric itself gathers data from more than 150,000 GE medical devices, 36,000 GE jet engines, 21,500 GE locomotives, 23,000 GE wind turbines, 3,900 gas turbines, and 20,700 pieces of oil and gas equipment, all of which wirelessly report to GE how they are feeling every minute.

This new industrial nervous system, argued Ruh, was originally accelerated by advances in the consumer space—such as camera-enabled smartphones with GPS. They are to the industrial Internet in the twenty-first century, said Ruh, what the moonshot was to industrial progress in the twentieth century—they drove a great leap forward in an array of interlinked technologies and materials, making all of them smaller, smarter, cheaper, and faster. “The smartphone enabled sensors to get so cheap that they could scale, and we could put them everywhere,” said Ruh.

And now those sensors are churning out insights at a level of granularity we have never had before. When all of these sensors transmit their data to centralized data banks, and then increasingly powerful software applications look for the patterns in that data, we can suddenly see weak signals before they become strong ones, and we can see patterns before they cause problems. Those insights can then be looped back for preventive action—when we empty the garbage bins at the optimal moment or adjust the pressure in a fire hydrant before a costly blowout, we are saving time, money, energy, and lives and generally making humanity more efficient than we ever imagined we could be.

“The old approach was called ‘condition-based maintenance’—if it looks dirty, wash it,” explained Ruh. “Preventive maintenance was: change the oil every six thousand miles, whether you drive it hard or not.” The new approach is “predictive maintenance” and “prescriptive maintenance.” We can now predict nearly the exact moment when a tire, engine, car or truck battery, turbine fan, or widget needs to be changed, and we can prescribe the exact detergent that works best for that particular engine operating under different circumstances.

If you look at the GE of the past, added Ruh, it was based on mechanical engineers’ belief that by using physics you could model the whole world and right away get insights into how things worked. “The idea,” he explained, “was that if you know exactly how the gas turbine and combustion engine work, you can use the laws of physics and say: ‘This is how it is going to work and when it is going to break.’ There was not a belief in the traditional engineering community that the data had much to offer. They used the data to verify their physics models and then act upon them. The new breed of data scientists here say: ‘You don’t need to understand the physics to look for and find the patterns.’ There are patterns that a human mind could not find, because the signals are so weak early on that you won’t see them. But now that we have all this processing power, those weak signals just pop out at you. And so as you get that weak signal, it now becomes clear that it is an early indication that something is going to break or is becoming inefficient.”

In the past, the way we detected weak signals was with intuition, added Ruh. Experienced workers knew how to process weak data. But now, with big data, “with a much finer grain of fidelity, we can make finding the needle in the haystack the norm”—not the exception. “And we can then augment the human worker with machines, so they work as colleagues, and enable them to process weak signals together and overnight become like a thirty-year veteran.”

Think about that. The intuition about how a machine is operating on a factory floor used to come from working there for thirty years and being able to detect a slightly different sound signature emanating from the machine, telling you something might not be exactly right. That is a weak signal. Now, with sensors, a new employee can detect a weak signal on the first day of work—without any intuition. The sensors will broadcast it.

This ability to generate and apply knowledge so much faster is enabling us to get the most not only out of humans but also out of cows. Guessing is over for dairy farmers, too, explained Joseph Sirosh, corporate vice president of the Data group in Microsoft’s Cloud and Enterprise Division. Sounds like a pretty brainy job—managing bits and bytes. But when I sat down with Sirosh to learn about the acceleration in sensing, he chose to explain it to me with a very old example: cows.

Okay, it wasn’t that simple. He wanted to talk about “the connected cow.”

The story Sirosh tells goes like this: Dairy farmers in Japan approached the Japanese computer giant Fujitsu with a question. Could they improve the odds for successfully breeding cows in large dairy farms? It turns out that cows go into heat, or estrus—their period of sexual receptivity and fertility when they can be successfully artificially inseminated—only for a very short window: twelve to eighteen hours roughly every twenty-one days, and often primarily at night. This can make it enormously difficult for a small farmer with a large herd to monitor all his cows and identify the ideal time to artificially inseminate each one. If this can be done well, dairy farmers can ensure uninterrupted milk production from each cow throughout the year, maximizing the per capita output of the farm.

The solution Fujitsu came up with, explained Sirosh, was to fit the cows with pedometers connected by radio signal to the farm. The data was transmitted to a machine-learning software system called GYUHO SaaS running on Microsoft Azure, the Microsoft cloud. Fujitsu’s research had established that a big increase in the number of steps per hour was a 95 percent accurate signal for the onset of estrus in dairy cows. When the GYUHO system detected a cow in heat, it would send a text alert to the farmers on their mobile phones, enabling them to administer artificial insemination at exactly the right times.

“It turns out that there is a simple secret of when the cow is in heat—the number of steps she takes picks up,” said Sirosh. “That is when AI [artificial intelligence] meets AI [artificial insemination].” Having this system at their fingertips made the farmers more productive not only in expanding their herds—“you get a huge improvement in conception rates,” said Sirosh—but also in saving time: it liberated them from having to rely on their own eyes, instincts, expensive farm labor, or the Farmers’ Almanac to identify cows in heat. They could use the labor savings for other productive endeavors.

All the data being generated from the cows’ sensors revealed another, even more important insight, said Sirosh: Fujitsu researchers found that within the sixteen-hour ideal window for artificial insemination, if you performed that function in the first four hours, there was a “seventy percent probability you got a female calf, and if you did it in the second four hours there was a higher probability that you got a male.” So this could enable a farmer “to shape the mix of cows and bulls in his herd according to his needs.”

The data just kept spitting out more insights, said Sirosh. By studying the pattern of footsteps, the farmers were able to gain early detection of eight different cow diseases, enabling early treatment and improving the overall health and longevity of the herd. “A little ingenuity can transform even the oldest of industries like farming,” concluded Sirosh.

If a cow with a sensor makes a dairy farmer into a genius, a locomotive enabled with sensors is no longer a dumb train but an IT system on wheels. It can suddenly sense and broadcast the quality of the tracks every one hundred feet. It can sense the slope and how much energy it needs to go over each mile of terrain, putting on the gas a little less when it goes downhill, and generally maximizing fuel efficiency or velocity to get from point A to point B. And now all GE locomotives are being equipped with cameras to better monitor how the engineers are operating the engines at every curve. GE now also knows that if you have to run your engine at 120 percent on a hot day, certain parts will need to have their predictive maintenance moved up.

“We are constantly enriching and training our nervous system, and everyone benefits from the data,” said Ruh. But it’s not only the learning you can do with sensors and software; it’s also the transforming you can do with sensors and software together. Today, explained Ruh, “we no longer need to build physical changes into every product to improve their performance, we just do it with software. I take a dumb locomotive and throw sensors and software into it, and suddenly I can do predictive maintenance, I can make it operate up and down the tracks at the optimal speeds to save gasoline, I schedule all the trains more efficiently and even park them more efficiently.” Suddenly a dumb locomotive gets faster, cheaper, and smarter—without replacing a screw, a bolt, or an engine. “I can use sensor data and software to make the machine act more efficiently as though we [manufactured] a whole new generation,” added Ruh.

In a plant, he added, “you can get tunnel vision into the job you are doing. But what if the machine is watching out for you, thanks to the fact that we will have a camera on everything—everything will have eyes and ears? We talk about the five senses. What people don’t realize yet is that I am going to give the five senses to machines to interact with humans in the same way we interact with colleagues today.”

And there’s money in them thar hills—lots of it, explained GE’s CEO, Jeff Immelt, in an interview with McKinsey & Company in October 2015:

Every CEO of a railroad could tell you their [fleet] velocity. The velocity tends to be, let’s say, between twenty and twenty-five miles per hour. This tends to be the average miles per hour that a locomotive travels in a day—twenty-two. Doesn’t seem very good. And the difference between twenty-three and twenty-two for, let’s say, Norfolk Southern, is worth two hundred fifty million dollars in annual profit. That’s huge for a company like that. That’s one mile [per hour]. So that’s all about scheduling better. It’s all about less downtime. It’s all about not having broken wheels, being able to get through Chicago faster. That’s all analytics.

With every passing day, explained John Donovan, AT&T’s chief strategy officer, we are turning more and more “digital exhaust into digital fuel” and generating and applying the insights faster and faster. The American department store owner John Wanamaker was an early twentieth-century pioneer in both retailing and advertising. He once famously observed: “Half the money I spend on advertising is wasted; the trouble is I don’t know which half.” That needn’t be the case today.

Latanya Sweeney, the then chief technology officer for the Federal Trade Commission, explained on National Public Radio on June 16, 2014, how sensing and software are transforming retail: “What a lot of people may not realize is that, in order for your phone to make a connection on the Internet, it’s constantly sending out a unique number that’s embedded in that phone, called the MAC address, to say, ‘Hey, any Wi-Fis out there?’ … And by using these constant probe requests by the phone looking for Wi-Fis, you could actually track where that phone has been, how often that phone comes there, down to a few feet.” Retailers now use this information to see what displays you lingered over in their stores and which ones tempted you to make a purchase, leading them to adjust displays regularly during the day. But that’s not the half of it—big data now allows retailers to track who drove by which billboard and then shopped in one of their stores.

As The Boston Globe reported on May 19, 2016:

Now the nation’s largest billboard company, Clear Channel Outdoor Inc., is bringing customized pop-up ads to the interstate. Its Radar program, up and running in Boston and 10 other US cities, uses data AT&T Inc. collects on 130 million cellular subscribers, and from two other companies, PlaceIQ Inc. and Placed Inc., which use phone apps to track the comings and goings of millions more.

Clear Channel knows what kinds of people are driving past one of their billboards at 6:30 p.m. on a Friday—how many are Dunkin’ Donuts regulars, for example, or have been to three Red Sox games so far this year.

It can then precisely target ads to them.

Sorry, Mr. Wanamaker. You lived in the wrong era. Guessing is so twentieth century. Guessing is officially over.

But so might be privacy. When you think of all the data that is being vacuumed up by giant firms—Facebook, Google, Amazon, Apple, Alibaba, Tencent, Microsoft, IBM, Netflix, Salesforce, General Electric, Cisco, and all the telephone companies—and how efficiently they can now mine that data for insights, you have to wonder how anyone will be able to compete with them. No one else will have that much digital exhaust as raw material to analyze and fuel better and better predictions. And digital exhaust is now power. We need to keep a close eye on the monopoly power that big data can create for big companies. It is not just how they can dominate a market with their products now, but how they can reinforce that domination with all the data they can collect.

Storage/Memory

As we’ve seen, sensors hold great power. But all those sensors gathering all that data would have been useless without parallel breakthroughs in storage. These breakthroughs have given us chips that can store more data and software that can virtually interconnect millions of computers and make them store and process data as if they were a single desktop.

Just how big did that storage have to get and how sophisticated did the software have to become? Consider this May 11, 2014, talk by Randy Stashick, the then president of engineering at UPS, who spoke at the Production and Operations Management Society Conference on the importance of big data. He began by showing a number 199 digits long.

“Any idea what that number represents?” he asked the audience.

“Let me tell you a couple of things it does not represent,” Stashick continued.

It’s not the number of hot dogs the famous Varsity restaurant, just up the street from us, has sold since opening in 1928. Nor is it the number of cars on Atlanta’s infamous interstates at five o’clock on a Friday afternoon. Actually, that number, 199 digits in all, represents the number of discrete routes a UPS driver could conceivably take while making an average of one hundred twenty daily stops. Now, if you really want to get crazy, take that number and multiply it by fifty-five thousand. That’s the number of U.S. routes our drivers are covering each business day. To display that number, we’d probably need that high-definition screen at AT&T Stadium in Dallas, where the Cowboys play. But somehow UPS drivers find their way to more than nine million customers every day, to deliver nearly seventeen million packages filled with everything from a new iPad for a high school graduate in Des Moines, to insulin for a diabetic in Denver, to two giant pandas relocating from Beijing to the Atlanta Zoo. How do they do it? The answer is operations research.

More than two hundred sensors in the vehicle tell us if the driver is wearing a seat belt, how fast the vehicle is traveling, when the brakes are applied, if the bulkhead door is open, if the package car is going forward or backing up, the name of the street it’s traveling on, even how much time the vehicle has spent idling versus its time in motion.
OEBPS/images/Thank_You_graph_04a.9_fmt.jpeg
Rate of Change

Human Adaptability

Technology

Time ——>

/- We are here






OEBPS/images/Thank_You_graph_03.4_fmt.jpeg
Megawatt-Peaks

50,000

40,000

30,000

20,000

10,000

Growth of Solar Power

1,401.1

2005 2006 2007 2008

Courtesy of Paula Mints, SVP Market Research

2009

2010
Year

20m

2012

2013

2014

50,803.3

2015





OEBPS/images/Thank_You_graph_05.3_fmt.jpeg
Transistors

Moore’s Law Illustrated by Intel Processors

10 Billion

Dual-Core Itanium 2

1 Billion

100 Million

10 Million

1 Million

100 Thousand

10 Thousand

4004

1 Thousand

1970 1975 1980 1985 1990 1995 2000 2005 2010
Year






OEBPS/images/Thank_You_graph_04b.9_fmt.jpeg
Rate of Change

Learning
faster and
governing

smarter ~ We are here

Human Adaptability

Technology

Time ——>





OEBPS/images/Thank_You_graph_02.2_fmt.jpeg
Number of Grants

Utility Patent Grants in Biotech, 1963-2014

14,000
12,000
10,000
8,000
6,000
4,000

2,000

0
I ) N\ D D ) N\ ) D )
& & 3 & & & & S

Source: U.S. Patent and Trademark Office





OEBPS/images/Thank_You_graph_01.4_fmt.jpeg
Cost

Cost of DNA Sequencing, per Genome

$100M
$10M
$1M
$100K
$10K

$1K
2001 | 2002 | 2003 ' 2004 ' 2005 @ 2006 | 2007 ' 2008 ' 2009 @ 2010 @ 2011 @ 2012
Year

Source: National Human Genome Research Institute

2013

2014

2015





OEBPS/nav.xhtml




Contents





		Title Page



		Copyright Notice



		Dedication



		Part I: Reflecting



		1. Thank You for Being Late









		Part II: Accelerating



		2. What the Hell Happened in 2007?



		3. Moore’s Law







































Guide





		Cover

















OEBPS/images/9780374715144.jpg
Thank You

for Being Late

AN OPTIMIST'S GUIDE TO THRIViNG
IN THE AGE OF ACCELERATIONS






OEBPS/images/title.jpg
THANK YOU
FOR BEING LATE

An Optimist’s Guide to Thriving
in the Age of Accelerations

THOMAS L. FRIEDMAN

Farrar, Straus and Giroux

New York





OEBPS/images/NewsletterSignup.jpg
Sign Up





