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Preface

This book has two authors, one who’s been teaching linguistics since 1973, and another who’s been teaching languages and linguistics since 1998. Journalists, friends, and people we just happen to have conversations with approach us in that role with questions—ranging all over the board—that often reveal misconceptions about language. We use language in most of our daily interactions with other people, so the types of questions that can arise are at least as varied as the types of situations in which we use language. Here are some examples:

How can we stop our children from using bad grammar?

Why don’t we reform English spelling so that the words will be spelled exactly as we all say them?

Why are some languages so much harder to speak than others?

The first question is problematic because the whole notion of good versus bad grammar is problematic. How do we decide whose grammar is good and whose is not? Language changes from one generation to the next, no matter what, and change is simply that—neither improvement nor deterioration; it is merely change. The second question is based on the assumption that we all pronounce words in the same way. Even within the United States that is false, but certainly, when we look at Canada, England, India, Australia, Nigeria, and other countries where English is one of the national languages, the falsity of that assumption is obvious. The third question is based on another false assumption. So far as we know, hearing children around the world acquire the spoken language of the people around them with equal ease, and deaf children around the world who are exposed to a sign language acquire that sign language with equal ease. Therefore, it may not make sense to think about languages as being inherently difficult or not. (We qualify our conclusion with “may not” rather than “does not” because we have a colleague who works on Navajo, and the intricacies of that language make us wonder whether perhaps linguists are blithely leaving out Navajo when they arrive at such conclusions.) It might well be true, on the other hand, that it is harder for a speaker of a particular language X than for a speaker of a particular language Y to learn a particular language Z in adulthood. We carry the information we know about language from one language to the next as we learn new languages, and that may well affect the ease with which we learn the next language. Nevertheless, we don’t know of any particular language K, for example, that stands out as being more difficult for speakers of all other languages to learn in adulthood.

When we respond to questions about language, sometimes our knowledge of particular languages and of the formal nature of linguistic principles helps us. This is particularly true if the questions are about how language is produced and processed or about particular sociolinguistic facts, such as differences between regional speech patterns. But we are struck by how often these questions could have been answered by anybody who took the time to seriously consider language use. Ordinary speakers have a great deal of knowledge about language, and if they apply common sense in analyzing language, they can debunk many common misconceptions.

Most people, however, have little idea of how to approach language questions. If you want to learn about language in a formal way, we encourage you to pick up a linguistics textbook or to take a linguistics course. However, if you want to learn how to look at language issues so that you can make sensible and responsible decisions about language in your daily life, then this book will help you.

Although there are two authors of this book, we divided up the work, with one of us taking the lead on each chapter. So the chapters use an I that is sometimes one of us and sometimes the other.

The chapters in this book are divided into two parts. Part I deals with language as a human ability. Part II deals with language in the context of society. At the end of each chapter is a list of readings for further consultation, as well as keywords for an Internet (e.g., Google) search. Another wonderful resource is the website of videos on language set up by the Linguistic Society of America: http://www.uga.edu/lsava/Archive.html.

The chapters invite you into one way of approaching language. They help you to uncover assumptions behind language questions so that you can evaluate them. They help you to recognize what sorts of things might be evidence for or against different positions on a language issue. And they help sort out the evidence in a systematic and methodologically sound way. Although only fifteen issues are addressed in this book, we hope that reading these chapters will give you the confidence to approach other language issues in a systematic way.

Linguistics is a field in which reasonable people can and do disagree. Nevertheless, in this book we are rarely equivocal (we are linguists, not politicians). However, the arguments are laid out step by step, so if you disagree at any point along the way, you can diverge and find your own answers, knowing, at least, what our position is and why.
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Part I Language: The Human Ability


1 How do we acquire language?

How did you and I learn to speak and understand language? This is a difficult question to approach because even though we’ve all done it, we can’t remember doing it. Acquiring language begins in the womb for hearing fetuses, and our accessible memories don’t go back that far.

Nevertheless, many of us might be willing to attempt an answer. After all, we acquired language, so we must know something about the process. But is this true? We metabolize sugar, but unless we’ve studied chemistry, we don’t know how it’s done. It happens naturally; the body does it on its own.

A common misconception is that children need to be taught language. In fact, though, acquiring language happens naturally—just like metabolizing sugar. No one has to teach us; our brain does it on its own. This chapter presents some of the important evidence.

Most of the time we can find evidence in our daily language experience that is relevant in evaluating hypotheses about how language works. One of the purposes of this book is to help you recognize that evidence. Therefore, I hesitate to draw on data that you don’t have easy access to. However, sometimes relatively inaccessible data can be amazingly helpful, and this is one of those times. We begin by looking at data that you couldn’t be expected to have access to if you hadn’t studied linguistics. Our goal is to find out what factors are necessary and/or sufficient for language acquisition to take place.

Let’s consider the idea that children need to be taught language in an explicit and conscious way. This is false. There are language communities in which no conscious language teaching goes on, but language acquisition proceeds normally. In Samoa, for example, adults do not view infants and small children as conversational partners, nor do they feel a responsibility to model their speech so that children can more easily learn it. Instead, the children simply overhear speech between adults. Likewise, the adults do not listen to the speech of the children. It’s as though the children’s talk is not part of the larger language community. Yet the children acquire the language of the larger community just fine and at the same rate that children acquire language all around the world. Conscious language teaching, then, is not necessary for first language acquisition.

A new possibility might come to you (as it often has to my students): Children in these communities must be learning solely by mimicking, so maybe mimicking is sufficient for language acquisition. That idea, however, is also wrong.

There have been instances in which children have grown to adolescence in (almost) complete linguistic deprivation. For example, there is a well-documented case of a child dubbed the Wild Boy of Aveyron. In 1799 a feral boy was found living in the woods of Aveyron in the south of France. His habits included eating off the floor and making noises that resembled canine sounds. All indications were that he had been raised by wild animals. Although Doctor Jean-Marc Itard, an educator who had much success in teaching speech to deaf children (the Wild Boy of Aveyron was not deaf), put years of work into trying to teach him human language, he never acquired more than a small vocabulary, with no sign of a system of rules for putting those words together into sentences.

Another example involves a girl researchers called Genie, who was discovered in 1970 in Los Angeles, living in captive isolation that limited both her physical activity and her linguistic input. At the time of her discovery, she could hardly walk and gave no indication of knowing what speech was. Several researchers worked for years to teach Genie language, but she never progressed beyond an unsystematic stringing together of a few words. In middle age, she stopped talking altogether, and her guardians removed her from the study.

There are other cases of children (often raised by depraved adults) who never acquired facility with language. Over and over again, adults (often researchers) taught these children to mimic, but mimicry did not result in language acquisition. Mimicry is not a sufficient means of acquiring language.

These are extreme cases. Most children, although not overtly corrected by their parents when they make linguistic mistakes, are exposed to a tremendous amount of language modeling. Also, most children do a lot of mimicry as part of the process of acquiring language. Nevertheless, overt teaching is not necessary, and mimicry is not sufficient. Instead, something else is the crucial factor, and it turns out to be biology.

For a couple of decades a team of researchers in London and Oxford studied members of a British family who exhibited an inherited and rare language disorder. Finally, they found another child, not related, who exhibited the same severe disorder. This led to the discovery in 2001 of a gene, called FOXP2, that is directly involved in language ability. There is no doubt: Language is a biological matter, and humans diverged from chimps and other primate lineages in this regard approximately 4.6 to 6.2 million years ago.

For the past half century, linguists have hypothesized that there is a language mechanism in the brain, an actual physical mechanism that is responsible for all aspects of language, including learning, processing, and production. This mechanism is probably physiologically discontinuous. That is, it is not a single whole, like a kidney, liver, or other major organ. Instead, various parts of the language mechanism are located in separate spots in the brain, and they work together to produce comprehensive language ability. The failure of the Wild Boy of Aveyron and of Genie to acquire language is taken as evidence that the language mechanism somehow changes at an early age, perhaps the age of five (although we don’t know for sure since we cannot ethically do experiments), so the ability to acquire a first language after that critical period is diminished or even erased.

Further evidence for the existence of the language mechanism comes from data on linguistic damage and language pathologies. It’s commonly known that strokes can result in severe language loss in a person whose intelligence is otherwise left intact. There are also several other types of damage to the brain that cause particular language impairments, and, significantly, if the site of the damage is known, the symptoms are predictable. For example, damage to the front part of the brain’s left hemisphere results in the loss of the ability to use a coherent word order and general sentence structure. The afflicted person produces short and choppy utterances and exhibits a general lack of fluency. This condition is known as Broca’s aphasia. Damage to the rear part of the brain’s left hemisphere results in the loss of the ability to use words appropriate to meaning, to interpret language, or both. It is known as Wernicke’s aphasia. Damage to the brain’s entire left hemisphere results in all of these malfunctions and is known as global aphasia. In such instances, damage has been done to different parts of the language mechanism.

Also, certain pathologies are linked to congenital problems. For example, children born with spina bifida sometimes experience devastating retardation. Nevertheless, they can articulately recount imagined events (events that never occurred), sounding entirely of normal intelligence when they do so. Here the language mechanism clearly operates independently of the damaged intelligence. Some children are born with a set of syndromes that have been called specific language impairment (SLI). These children do not have abnormal intelligence or any kind of sensory or emotional, social, or behavioral problems. Their problems have specifically to do with language issues; they have trouble understanding language and producing well-formed sentences. Again, the language mechanism has a pathology independent of any other brain function.

Once we’ve concluded that a language mechanism exists in the brain as a physical entity and that it changes over time, the question of how we acquire a first language is similar to that of how we metabolize sugar in that any biological function has to be studied scientifically to be understood.

I’m now going to present data I have collected on first language acquisition. Some are rather ordinary, but others I sought out to make my point. Although the data are largely anecdotal, in every instance there are studies, based on large data corpuses, that show that these cases are representative of ordinary language acquisition (unless I explicitly say otherwise).

Let’s start with newborns. Here’s the first scene: A baby fresh from the hospital is in his grandmother’s arms, crying continuously. The grandmother, who has flown in from Florida for the occasion, is singing and cooing and cuddling the newborn to her breast. The mother comes through the door and coos as she crosses the room. At the first sound of her voice, the baby’s cries turn to gulps that cease by the time the mother reaches him. What is the baby responding to? When the mother first came through the door, she was too far away for him to smell her, and the grandmother is holding him in such a way that his eyes can take in only his grandmother’s face and chest. It appears that this newborn recognizes his mother’s voice.

At the beginning of this chapter, I claimed that language acquisition starts in the womb. Around the seventh month of gestation, the auditory system is formed and, except in an instance of a hard-of-hearing or deaf fetus, functions well enough to be able to listen to the world outside the womb. It’s not surprising, then, that (hearing) newborns come into the world recognizing the voices of their mother and of those people who constantly surround their mother. Surely the newborns are not consciously trying to acquire language. They simply listen to the world, yet already they have learned to pick out certain sounds as relevant to their various needs and wants.

Here’s a second scene: I gave a talk to a social club of Korean women living in Ann Arbor, Michigan, all of whom sent their children to Korean school on Saturday to keep the language alive among their offspring. After the talk, my husband came in with our four-month-old son, Robert. I put Robert in the arms of one of the Korean women and went to the refreshments area for sandwiches. The women exclaimed over him in Korean. There was a constant coming and going of women who were peeking into his face and touching his hair and back. He gazed around happily, his eyes going from the women to the furniture to the lights (he loved lights). Then I whispered to a food server to please go over and say something, pretty much anything, to Robert. She did. And when he heard her speak, he turned to her immediately and gave her a giant smile and started to babble. She spoke English, her native language, which is the language Robert was used to hearing at home.

To conclude that Robert could distinguish English from Korean might seem rash, given this one instance. Nonetheless, studies on children even younger than Robert show that English-speaking children can pick out English from French and other languages, just as French-speaking children can pick out French from English and other languages. In these studies the children’s recognition of English is indicated by increased eye activity and heartbeat rather than the smile and babbling that Robert produced, but the studies were done under laboratory conditions, whereas Robert’s situation was a social one. So by very early in the first year of life, children have somehow managed to separate, from all of the various noises they encounter, not just speech sounds but also the speech sounds of their own, native language. They are on the road to acquiring the sound system of their language.

Here’s a third scene: A mother carries her ten-month-old into the child’s bedroom. She says, “Want to turn on the light, Maggie? Go on. Press.” Maggie’s mouth opens, and she twists in her mother’s arms and presses the wall switch. The overhead light goes on. “La,” says Maggie. “That’s right,” says her mother, “you turned on the light. You’re such a smart girl.”

Maggie picked out the word light from the stream of her mother’s talk. If you look at that stream, it’s rather complicated. This mother did not use any of the special devices that some people use when talking with babies—so called motherese. She didn’t say, for example, “Baby turn on light? Light light. See the light?” where the very preponderance of the word light could have been a clue. Instead, the mother talked to her baby daughter in ordinary language. Nevertheless, Maggie processed the speech well enough to know what to do. In fact, studies have shown that children exposed to ordinary talk acquire speech at the same rate as those exposed to large amounts of motherese.

You may object to my analysis, saying that this scene doesn’t show that Maggie picked out the word light since turning on the light is probably part of the nighttime routine. Maggie is primed not just by the word light but also by all the other factors that mark this routine (she’s just had her bath, and they’re going into the bedroom). Maybe if the mother hadn’t said anything, Maggie would still have reached around and turned on the light.

So I encourage you to test that hypothesis. Find a child like Maggie who likes to turn on lights. Then hold the child and stand near a wall switch but with your back to it so that you aren’t making the task obvious. Ask the child to turn on the light. I can’t guess what the child will do, but the point is that you can test your hypothesis. If you’re going to take a scientific approach to the question of how we learn language, you need to come up with testable hypotheses and actually test them.

What is undeniable is that children do learn to pick out individual words. The literature on first language acquisition points to the first birthday as the time when most children start to produce words. Then at some point during their second year, they move into a two-word phase, in which one word refers to an object, and the other operates on the object in some way. Typical utterances are these:

More grape.

All gone.

Daddy shoe.

Doggy good.

Sometime around the child’s third birthday, give or take six months, language takes a giant leap, and children start producing long sentences with varying degrees of morphological and syntactic complexity. Typical utterances at this stage are these:

What that girl doing? She get hurt.

I wrote this. See?

Time to go. Put your shoes on. We got to hurry.

Let me do it, me, don’t help.

You can’t talk. No. Don’t talk.

Eva cry. Somebody hurt Eva.

Some utterances can be much more complex. My oldest daughter was two years and seven months old when her brother was born. Two weeks after his birth, she climbed into the center of my husband’s and my bed and said:

Nobody doesn’t love me no more.

When my oldest son was two years and four months, he came running in from the backyard and said:

Oh, Mamma, somebody made cacca in my pants.

By this point (two years old) children can produce thousands of words, and by the time they are four years old they will have acquired all of the elements of language, though their mastery of details can take many more years.

All of the generalizations I have reported to you about the one-word phase, the two-word phase, and eventual sentences come from the literature on first language acquisition. In my own family experience, with five children, some of the generalizations I reported do not hold. Both my husband and I always spoke to our children in ordinary language. We spoke to them a lot and also read and sang to them. Two of our children started producing single words around the age of nine months, one started at six months, and another said almost nothing until she was two. Then one day as we were reading a book together, she pointed at a butterfly and said, “Bubbafwy.” I was so excited that I called the family together and asked Eva to say it again, but she smiled at me and remained silent. She really didn’t say much else until she turned three, at which point she went from single-word utterances to two-word utterances to constant (and I mean incessant) chattering in the span of about a month. My middle child acquired language in a way that confounded me entirely. I’d say, “What would you like to drink, Nick?” And he’d answer, “Awamih,” with an intonation drop on the last syllable. Then he’d reach for the milk. One day when he was one year and five months old, I decided to try to help him learn in an explicit way. So I said, “Nick, you have to say ‘milk’ if you want milk.” Nick looked at me earnestly and said vehemently, “Awamih.” I said slowly and loudly, “Milk. You have to say ‘milk.’ ” Nick said slowly and loudly, “Awamih.” That’s when I finally got it. He was saying, “I want milk,” a whole sentence, not just a single word. His intonation should have told me that all along. Nick never went through the one-word or two-word phase. He simply spoke in sentences, sentences that were extremely hard for me to catch since his mastery of the sound system of English was typical for his age. Until he was around two, most people outside the family didn’t know what he was saying, but we, at least, finally understood.

My point here is not to say that the researchers are wrong but that acquiring language, like learning to walk, run, or skip, occurs in different ways with different children. There may be a canonical pattern that we can all point to, but the fact remains that we (as individuals) might not know a single given child who actually went through the exact stages reported in the literature during the exact time periods predicted despite the fact that the statistics can be verified in repeated experiments.

When first language acquisition involves exposure to two (or more) languages rather than one, we talk about a bi- or multilingual upbringing. The following are some data and experiences giving you an insight into the linguistically interesting aspects of this kind of upbringing.

Although my coauthor and her husband are raising their son Niko in the United States, where he is surrounded by English, she speaks her native language, German, with Niko. Since he is a two-year-old who does not yet go to preschool, he is exposed to English and German pretty much evenly. Her husband speaks English with Niko, and Niko hears his parents speak English to each other, but when Niko is spending time with his mother exclusively, he communicates with her mainly in German. When they’re on the playground, and the caretakers of other children find out that Niko and his mother speak German to each other, their reaction is almost always something like, “Oh, wow, you’re teaching him German!” While my coauthor shares their enthusiasm about bringing up her child bilingually and is glad that other people are interested, she always feels the need to explain that she’s not actually teaching him anything. Just as the acquisition of one native language is an unconscious process that happens automatically as long as the child gets enough exposure to that language, the acquisition of an additional language is not something a parent can teach the child. It’s more a matter of commitment and discipline to consistently speak the additional language than of being a good teacher.

Whether a family exposes a young child to one, two, or even more languages, the attempt to correct the child by saying something like “No, don’t say X, say Y” won’t work. At the moment (at the age of twenty-five months), when my coauthor’s son Niko talks about one of his favorite activities in English, he tends to say, “Niko is drewing.” His mother’s response is “Yes, you are drawing. Du malst [the equivalent in German].” Although Niko might repeat the correct English version of the sentence after her, the next time the same situation comes up, perhaps later in the day or the next day, the chances are that he will say something like “I will drew a little.” So, it’s obvious that the base form of the verb draw is stored in Niko’s mental lexicon as drew, and this won’t change until Niko’s language mechanism has gotten sufficient evidence to make the switch from drew to draw. A few instances of modeling draw instead of drew in situations like this one apparently aren’t sufficient. Of course, Niko hears drew a lot, too. Whenever his parents talk about his favorite activity as something that has happened in the past, they say “drew,” so it is not surprising that it will take some time for Niko to sort out these verb forms, storing draw as the present (base) form and drew as the past form.

A commonly held belief about bringing children up bilingually is that it will confuse the child unnecessarily and slow down the language acquisition process. While some bilingual children have indeed been reported to take slightly longer with native language fluency than the average monolingual child, this delay does not have any negative consequences in the long run. If anything, bilingual children have advantages over monolingual children. They have better mental flexibility and cognitive control that persists through late adulthood and may delay the onset of dementia by as much as four years. Additionally, they have the benefit of feeling at home in more than one culture. Keep in mind also that many bilingual children are not at all delayed in their language acquisition process. Niko spoke in both English and German relatively early. Now, at the age of twenty-five months, he is already attempting to express himself in complete sentences and often succeeds. A few hours before the time of this writing, for example, he and his mother were driving in the car together, talking about what kinds of construction site vehicles they were seeing on the side of the road. She pointed out in German that she didn’t see the steamroller that they usually see there, and a moment later he said, putting the six words in exactly the right order with exactly the right grammatical inflections (endings), “Ich habe doch die Walze gesehen” (‘I did see the steamroller’). The point is, regardless of whether they are being raised monolingually or bilingually, some children start speaking earlier than others. As explained earlier, there’s a huge range.

So how is it all happening, whether in one language or more? Consider the utterance “More grape.” This was said as a request at lunch. Notice that the child didn’t say “Grape more.” Word order is well in place in this child’s utterance, as in all the earlier two-word utterances. Go out and listen to children. They rarely scramble words, although they are exposed to many words in various orders in different sentences. The child may even have been exposed to these exact words in the opposite order. Consider these sentences:

I like grape more than orange.

He’s gone all the time.

This is the shoe Daddy fixed.

What a good doggy.

The boldfaced words are in reverse order from the children’s two-word utterances given earlier. So the word order the children use cannot be due simply to exposure. Somehow children are fitting words into the proper order for the meaning that they want—proper with respect to their native language. A child who speaks a language that has operators that follow the objects they operate on (such as German, a language in which the verb follows the object in dependent clauses, giving something like Buch lesen (‘book read’) instead of “read book”), for example, will use word order opposite from that of a child who speaks English, at least in certain contexts. That is, children arrange their words according to abstract linguistic principles that no one explicitly teaches them.

Likewise, whereas children’s early utterances are often brief, they have structure. Thus, corresponding to the adult utterance

When are you coming?

the child might say:

When?

or:

When come?

but would never say:

Are?

or:

When you?

The child’s utterance is not simply a truncation of the adult’s. It has a grammar, and that grammar gradually develops into the mature grammar.

In fact, many children are exposed to ungrammatical language, yet they produce grammatical language. Consider, for example, a situation that many of us have witnessed: children of immigrants who have at best only a rudimentary knowledge of English. These children hear their parents saying sentences such as “Paper no come today,” but the children produce, “The paper didn’t come today.” Instead of mimicking their parents (who might even be making a word-for-word translation from their native language into English), these children use the language they hear in the world outside the family. They glean the linguistic rules of English from sentences spoken by native speakers, who have a coherent grammar, not from the sentences spoken by their parents, who might well have an incoherent grammar in English.

Even more striking facts hold in a situation that most of us have probably not witnessed: children of parents who speak a pidgin—a language put together piecemeal by adults of varying languages who are thrown together and must communicate however they can. These children hear utterances that do not conform to recognizable principles of natural language grammar, yet they produce speech that does conform to such principles: They speak a creole language. (Both pidgins and creoles are discussed in chapter 9.) Once more, it’s clear that children are using principles that must be encoded somehow in the language mechanism—principles of natural language that are fundamental and thus form what linguists call universal grammar, or UG.

Finally, consider the case of cryptophasia (secret languages), often used at home. Many children, when left with other children for long periods, will develop special ways of talking together. This is quite common, although for most children the game of creating a language loses its attraction fairly quickly, so the secret language is abandoned before it might become fully formed. Sometimes, however, the language blossoms. There are studies of such languages between twins, called twin language, and other studies have focused on sign languages within a family, called home sign. Significantly, twin languages and home sign exhibit natural grammars; they conform to UG. In the former cases, the twins also speak a community language, so one might argue that the UG characteristics of twin language are carried over from the community language. However, in some of the instances of home sign, the child signers, at least, do not participate in any other community language but do not introduce nonnatural elements into their signs. Thus, language created by children conforms to UG even when the children have no access to any community language.

We are hard-wired to process and produce natural human language. We acquire our specific native language in a natural way by sifting through what we are exposed to or what we create with the UG principles that we are born with. The data presented here from other cultures and those on linguistically deprived children and on the biology of language all make this point. Importantly, however, we could arrive at this conclusion on our own, without these rather esoteric data, by looking scientifically at examples of children’s language. Methodical study of relevant language data can take us a long way.
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