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INTRODUCTION

What is consciousness? How can it be explained? Can there be a science of consciousness? What is the neural basis of consciousness? What is the place of consciousness in nature? Is consciousness physical or nonphysical? How do we know about consciousness? How do we think about consciousness? What are the contents of consciousness? How does consciousness relate to the external world? What is the unity of consciousness?

We can think of these questions as limning a few dimensions of the character of consciousness. Consciousness is an extraordinary and multifaceted phenomenon whose character can be approached from many different directions. It has a phenomenological and a neurobiological character. It has a metaphysical and an epistemological character. It has a perceptual and a cognitive character. It has a unified and a differentiated character. And it has many further sorts of character.

We will not understand consciousness by studying its character on just one of these dimensions. Studying the phenomenology or the neurobiology of consciousness alone may tell us a great deal, as might studying the metaphysics or the epistemology. The perceptual and cognitive aspects of consciousness pose huge challenges in their own right. But ultimately we must approach consciousness from all of these directions.

In this book, I address all of these issues about the character of consciousness and a number of others. It is not the last word (or even my last word) on any of them. There are many aspects of the character of consciousness that it does not address at all. Still, I hope that it provides a unified picture of many aspects of consciousness that repays attention.

The chapters of this book were first written as separate articles, so one might think that the book is bound to be fragmented. I have tried to structure and rework it in such a way that it works as a whole, however. Later chapters build on ideas put forward in earlier chapters, and there are many common themes throughout. In principle one could read the book from start to finish as if following a narrative thread. The book is long enough that perhaps this is too much to expect, but there are also many subbooks within it, some of which I will explain. I have added afterwords to some of the chapters, as well as new footnotes (marked with an asterisk). I have shifted some of the material and cut out the more blatant acts of repetition, although occasional repetition has survived, in part to assist readers who may not be reading straight through.

The book is structured as follows. Chapter 1 introduces the problems of consciousness in an accessible way. Chapters 2–4 address the science of consciousness by developing a positive picture of how the science works in light of the problems. Chapters 5–7 address the metaphysics of consciousness, arguing in detail against materialist views and for a view on which consciousness is irreducible. Chapters 8–10 address thought about consciousness and the epistemology of consciousness, developing an account of the concepts we use to think about consciousness and the distinctive knowledge that we have of consciousness. Chapters 11–13 address perceptual consciousness and the way it represents the external world. Chapter 14 addresses the unity of consciousness. The appendix gives an outline of the two-dimensional framework that plays a central role in a number of the more technical chapters.

Although the book contains some technical material, it also contains much that is intended to be highly accessible. Chapters 1–4 and 13 were written with a general audience in mind, and chapters 5 and 14 should be accessible to a reasonably broad audience. Chapters 6–12 are more technical and are likely to appeal mainly to philosophers or to those who are willing to work hard. To someone without much background in philosophy, I suggest skipping these chapters on a first reading. If pressed for time, start with chapters 1, 2, and 13, which have perhaps the broadest appeal. Likewise, for those especially interested in the science of consciousness, chapters 1–4 are the places to start, with perhaps some material of interest in chapters 13 and 14.

There are also many paths through the book for philosophers. Those especially interested in the mind-body problem might focus on chapters 1, 5–7, and 10 (with some relevant material in 2, 8, and 9). Those interested in issues about language, content, and concepts might focus on chapters 6–8 and 11–13, as well as the appendix. Those interested in epistemology might focus first on chapters 9 and 13, with relevant material also in 2, 4, 6, and 7. Those interested in phenomenology might find material of interest in chapters 11, 12, and 14. I urge philosophers not to skip chapter 13: the topic might seem frivolous, but the philosophical issues go as deep as in any chapter in the book.

This book could be considered a sort of sequel to my earlier book on consciousness, The Conscious Mind (TCM). That book received far more attention than I could reasonably have expected, for which I am enormously grateful. At the same time, it is very far from a perfect work (most of it was written as my PhD dissertation after four years of studying philosophy), and there is much about it that I would change if I were writing it now. There are also many relevant issues that it simply does not address. I would like to think that in subsequent years, I have come to understand a number of important issues better than I did then. In this book, I aim to flesh out a picture of consciousness that is clearer, fuller, and more adequate than the picture in The Conscious Mind.

The picture in this book is largely consistent with the picture in The Conscious Mind. I have not had an enormous change of mind since then, though there are some medium-sized changes: for example, I am somewhat less sympathetic to epiphenomenalism than I was then and somewhat more sympathetic to drawing close connections between consciousness and intentionality. A few chapters present arguments along the same lines as those in that book. In particular, chapters 1 and 5–7 cover the same sort of ground as the early chapters of TCM, in what I hope is a better fashion. In some of those chapters I have also responded to various critics of TCM. The chapters in sections II and IV address issues regarding the science of consciousness and concepts of consciousness that are touched on far too briefly in TCM, while sections V and VI move in new directions that are not explored at all there (those who want to explore entirely different issues could start here). I have not presupposed any knowledge of the earlier book; this book can stand alone.

One regret concerning The Conscious Mind is that the book has become known especially for a negative thesis, the thesis that consciousness is not physical. Perhaps this was to be expected, but my central goal in studying consciousness has always been positive rather than negative: I would like to find a theory of consciousness that works. Negative arguments are just a step on the way. So while this book contains its share of negative arguments (mainly in section III and to some extent in chapters 1 and 10), I have tried to put more focus on the positive. Chapters 2–4 outline a positive picture of how the science of consciousness can proceed (and is proceeding) even once the distinctive problems of consciousness are fully recognized. The second halves of chapters 1 and 5 sketch speculative positive pictures of the metaphysics of consciousness; chapters 8 and 9 try to tell a positive story about phenomenal concepts and the epistemology of consciousness; and the chapters in sections V and VI develop a positive picture of perceptual consciousness, its relation to the external world, and the unity of consciousness.

It is worth noting that many elements of this positive picture can be accepted by those who are not convinced by the negative arguments. Apart from chapters 1, 4–6, and 10, most of this book is quite compatible with various sorts of materialism. At the same time, there is at least a nonreductive spirit to many aspects of the picture. One might think of the book as a whole as an attempt to articulate a reasonably unified, broadly nonreductive vision of the character of consciousness.

In the remainder of this introduction I introduce each of the chapters in more detail, sketching some context and some informal background. I have permitted myself a few more personal remarks than elsewhere in the book. Readers can read this material or not as they like. The material can also be read before or after reading the chapters themselves.

Chapter 1 introduces the distinction between the “hard problem” and the “easy problems” of consciousness. The easy problems are those of explaining cognitive and behavioral functions such as discrimination, integration, and verbal report. The hard problem is that of explaining conscious experience. Where the easy problems are concerned, it suffices to explain how a function is performed, and to do this it suffices to specify an appropriate neural or computational mechanism. But where the hard problem is concerned, explaining cognitive and behavioral functions always leaves a further open question: why is the performance of these functions accompanied by experience? Because of this, the standard reductive methods of neuroscience and cognitive science that work for the easy problems do not work for the hard problem. I argue that this problem applies to any reductive explanation. In principle, these can explain only structure and function, and explaining conscious experience requires more than explaining structure and function. If this is right, there can be no wholly reductive explanation of consciousness. I go on to sketch an alternative nonreductive approach in which consciousness is taken as fundamental, and I sketch the outlines of a speculative theory of that sort.

I first presented this material in a talk at the first Tucson conference on the science of consciousness in April 1994. Although there is nothing especially original about the idea that consciousness poses a hard problem, I was in the right place at the right time. At the conference, the talk received an overwhelming and entirely unexpected reaction. Shortly afterward, I was invited to write up versions of this material for both Scientific American and the Journal of Consciousness Studies. The latter journal published four special issues containing a keynote article by me, around twenty-five responses, and a response by me in turn, all of which were later collected into the 1997 book titled Explaining Consciousness: The Hard Problem (edited by Jonathan Shear). The chapter here is a version of the original article in that journal.

As an afterword to chapter 1, I have also included an excerpt from my lengthy reply to the responses, “Moving Forward on the Problem of Consciousness.” That article is too long to include here in full (it is available online), and much of it covers ground that is covered elsewhere in this book. But I have included a response to Daniel Dennett, both here and in the afterword to chapter 2, as his brand of highly deflationary materialism (the “type-A” materialism of chapter 5) is not discussed at length elsewhere in the book. I know that the debate between the deflationary and inflationary views of consciousness is of interest to readers both inside and outside philosophy, where the argument between the likes of Dennett and the likes of me is sometimes cast as an ideological battle. I learned long ago that I am not much of an ideological crusader: I do not believe that the world will be a hugely better place if everyone accepts my views, and I am only occasionally inclined to rhetorical extremes. Still, I think that one has a responsibility to the views that one has put forward, and the back-and-forth can at least shed some light on the underlying issues. So I have done my best to indicate how I see the core issues here.

I am fond of the original article on the hard problem in part because it makes the case against reductive theories of consciousness without any technicalities or far-out philosophical thought experiments. I have no objection to technicalities and thought experiments, which play a central role in the arguments of The Conscious Mind, but I think that the argument here is just as effective. There is a sense in which the argument here, which turns on simple issues about explanation, is more fundamental than conceivability arguments involving zombies, epistemological arguments involving Mary in her black-and-white room, and the like. And certainly it works better for an audience outside philosophy. It is sometimes supposed that nonreductive arguments turn essentially on these thought experiments, but this is just wrong. In fact, in chapter 5 and elsewhere, I suggest that the thought experiments turn essentially on points about structure and function that are close to the central points in this chapter. I see the thought experiments as a useful technical device for making the arguments more formal and more analyzable (as well as more vivid), and as a result they have produced much interesting and useful philosophical literature. Still, many of the common responses to those thought experiments have no clear application as a response to the simple arguments here (the phenomenal concept strategy discussed in chapter 10 is an exception, among others). Although the material in this chapter has been very widely cited, I have seen many fewer serious replies to its line of argument than to the line in The Conscious Mind. I would certainly be interested to see more.

Sixteen years after that first Tucson conference, the science of consciousness has gone from strength to strength. But the state of play in the science of consciousness with respect to the hard problem is very much as it was. Almost everyone in the field recognizes that there is a hard problem of consciousness that poses special challenges (perhaps this is a sort of progress, although I think that most people recognized it all along). There have been many neurobiological and cognitive models of consciousness, but few of them have been offered as a solution to the hard problem, and when they have, hardly anyone has been convinced. Any associated claims about the hard problem are usually driven by bits of philosophy that are largely independent of the science and can be responded to straightforwardly. I have occasionally been invited to write critical reviews of this sort of work, but one bonus of the phraseology is that it generates a critique that writes itself: the work addresses the easy problems but not the hard problem, it provides a correlate of conscious experience but not an explanation, and so on. So I have not usually felt the need to go back over this ground.

That being said, positive nonreductive theories of consciousness have not had a much easier time of it. The speculative “theory” outlined in the second half of this chapter has certainly not gained widespread acceptance, and even I am inclined to be skeptical about the more speculative parts of it, such as the double-aspect theory of information. There have been a handful of attempts at nonreductive theories (the work of Stuart Hameroff and Gregg Rosenberg comes to mind), but not many, and none has attained much support. Perhaps it is too early in the science for positive theories that address the hard problem in a substantial and successful way. Still, I think it is worth trying.

In any case, the science of consciousness is thriving. Most of the work in the field does not try to solve the hard problem of consciousness but is none the worse for that. There are robust research programs in neurobiology (especially vision, but also emotion, bodily awareness, and other areas), psychology (especially conscious and unconscious processing in memory and learning, and the relationship between perception, attention, and consciousness), clinical neurology (especially on the vegetative state and other postcoma conditions), and other areas. These programs raise all sorts of fascinating philosophical issues, and in chapters 2–4 I address some of them.

Chapter 2 gives an overview of the science of consciousness and presents a picture of how it can work even in the absence of a solution to the hard problem. The central role of the science, as I see it, is to provide a bridge between third-person data about brain and behavior and first-person data about consciousness, where it is data of the latter sort that make the science of consciousness truly distinctive. I suggest that the science is essentially correlative rather than reductive—at least, the central parts of the science make claims about correlation without making claims about reduction. Science of this sort can still have great explanatory power, however, by articulating powerful general principles that connect the first-person and third-person domains. The science of consciousness is not yet at the point of having that power, but if one squints, one can see the possibility of a framework of that sort in the distance. After discussing the role of much of the present work in the field, the chapter ends with discussion of some obstacles and of where the science might eventually go. I have tried to sketch a framework for the science that can be embraced by reductionists and nonreductionists alike.

I have given talks corresponding to chapter 2 at numerous conferences and other venues, including a memorable occasion at the Central Intelligence Agency in Virginia in 2000. (The talk was advertised without my knowledge as “Consciousness at the Millennium: The Mind-machine Connection”; I think the audience did not get what it was expecting, at least until I mentioned the consciousness meter.) Dan Dennett was present on a couple of occasions and responded in a debate at Northwestern with a paper titled “The Fantasy of First-person Science.” I have not responded to Dennett’s paper in print anywhere, so I have added an afterword indicating the general lines of my response, as well as discussing some other central issues involving first-person data.

Chapters 3 and 4 address what is arguably the centerpiece of the resurgence of the science of consciousness: the search for neural correlates of consciousness, especially of visual consciousness. Chapter 3 addresses conceptual issues about what it is to be a neural correlate of consciousness. The question might seem straightforward initially, but it generates all sorts of interesting puzzles. Must there be one neural correlate of consciousness, or might there be many? How strong a correlation is required? Over what range of cases? The chapter addresses these questions and a number of others and puts forward a proposal for understanding the notion of a neural correlate of consciousness in a way that does justice to the way the notion is used in the field. I use this analysis to draw some conclusions for the methodology of the search for neural correlates of consciousness.

Chapter 4 focuses directly on the epistemology of the search. The key question is: how can we isolate the neural correlate of consciousness in the absence of a “consciousness meter,” which measures consciousness directly? The obvious answer is that we rely on verbal reports and other behavioral indicators of consciousness. Importantly, the use of these indicators tacitly relies on pre-experimental principles that connect these behavioral indicators to consciousness. The use of these principles is unavoidable, and it has a number of interesting consequences for the science. After drawing out some of the key principles, I once again draw some conclusions that bear directly on the practical methodology of the scientific work in this area.

Of course, there are many important issues in the science of consciousness that I do not address in these chapters. There is much to be said about the science of unconscious processes, especially regarding the philosophical assumptions behind the principles used in this area to ascribe conscious and unconscious mental states to subjects. I have discussed that work in talks (e.g., “Implicit Philosophy in Implicit Cognition Research”) but not yet in print. Likewise, there are very interesting philosophical issues concerning how to monitor consciousness in apparently unresponsive patients, such as those diagnosed with vegetative state; I have recently started some collaborative work with neurologists and neurobiologists on this topic. The relationship between consciousness and attention also raises all sorts of interesting issues that I hope to address in future work.

Chapters 5–7 focus on issues about materialism and dualism with regard to consciousness. The arguments of chapter 1 make a case for a view in which consciousness is irreducible and nonphysical, but much more needs to be said to flesh out these arguments, to answer objections, and to investigate the resulting views.

Chapter 5 provides an overview of the territory. It starts by presenting the central arguments against materialism, which involve establishing an epistemic gap between the physical and the phenomenal, and moves from there to an ontological gap. It then distinguishes between the three most important sorts of materialist opposition to these arguments: what I call type-A materialism (which denies the epistemic gap), type-B materialism (which accepts the epistemic gap but denies the ontological gap), and type-C materialism (which holds that there is a deep epistemic gap but one that will be closed in the limit). I make the case, in reasonable detail but without technicality, that each of these three views should be rejected. In the second half of the chapter I investigate the most important nonreductive views that result: type-D dualism (or interactionism), type-E dualism (or epiphenomenalism), and type-F monism (Russellian monism, or panprotopsychism). I discuss the pros and cons of each, suggesting that all three have significant attractions and that none has fatal flaws.

My own loyalties are fairly evenly spread among these three views, depending on the day of the week. I have often been told that I am an epiphenomenalist, based on the sympathetic discussion of epiphenomenalism in The Conscious Mind. Sometimes that is taken to be sufficient reason to reject the arguments of the book, as epiphenomenalism is widely regarded as crazy. But even in TCM I was just as sympathetic to Russellian monism (in both panpsychist and nonpanpsychist variants) as to epiphenomenalism, and Russellian monism involves a causal role for consciousness. In addition, I now think that the criticisms of interactionism there were much too quick (for reasons discussed in the section on type-D dualism here) and that there are no decisive reasons for rejecting that view. In any case, the proper conclusion of the anti-materialist arguments is disjunctive. The choice among the three disjuncts rests on further and largely independent considerations. As things stand, the choice is wide open. At the end of the day, the choice will come down to which of the disjuncts yields the most successful detailed theory, in light of a well-developed science of consciousness.

Chapter 6 is mainly devoted to the conceivability argument against materialism, viewed through the lens of the two-dimensional semantic framework. An argument of this sort was one of the centerpieces of The Conscious Mind and has attracted many replies. At the same time, the two-dimensional argument there was not as clearly formulated as it could have been. Here I have tried to give the argument a really clear formulation and to answer all of the central objections that have been raised against it. This chapter is unavoidably technical, but I would like to think that this is a case in which technicality has some rewards, not just in understanding issues about consciousness, but also in understanding the metaphysics and epistemology of modality.

The key issue in this chapter is whether conceivability (of some sort) entails metaphysical possibility (of some sort). The key opponent is the type-B materialist, who denies the entailment. Many objections and putative counterexamples to the conceivability—possibility thesis have been mooted: the chapter discusses fifteen or so putative counterexamples, along with ten or so objections of other sorts to the conceivability argument. I think that on close examination there are straightforward replies to most of them. Some raise deeper issues: about the apriority of modal epistemology, for example, or about the connection between concepts, rationality, and modality. Late in the chapter I sketch a positive grounding for the sort of modal rationalism that drives the conceivability argument. In an afterword I bring the analysis to bear on some other central arguments against materialism (the knowledge argument, Kripke’s modal argument, the property dualism argument, the argument from disembodiment, the semantic stability argument), arguing that the issues underlying each are closely related and that a two-dimensional analysis can shed useful light on each.

Chapter 7 (coauthored with Frank Jackson) addresses a related form of opposition to the anti-materialist arguments. Some type-B materialists allow that a unique epistemic gap exists between physics and consciousness: truths about consciousness are not deducible from physical truths, but truths about water, life, and other high-level phenomena are deducible from physical truths. Others argue that these epistemic gaps arise in many high-level domains. In a 1999 paper, Ned Block and Robert Stalnaker respond in the second way to arguments given by Jackson, by Joseph Levine, and by me, suggesting that truths about water, life, and heat are no more deducible from physical truths than are truths about consciousness. If so, the case of consciousness is nothing special, and unless one is prepared to accept that water is nonphysical, one should reject the argument that consciousness is nonphysical.

In response, Jackson and I argue that there are in fact a priori entailments from a nearly physical base to truths about water, life, and so on. The base needs to be expanded a little to allow indexicals, a “that’s all” truth, and of course truths about consciousness. But from this base, other ordinary macroscopic truths can be deduced by a priori reasoning. The argument here turns on some general observations about concepts and conceptual analysis. One of the key points is that there can be a priori entailments even in the absence of definitions or explicit analyses, contrary to what Block and Stalnaker appear to assume. The issues here are largely conceptual and epistemological, but we draw consequences for the explanatory gap regarding consciousness.

Chapters 6 and 7 raise issues in metaphysics, epistemology, and the philosophy of language that go well beyond issues about consciousness. Much more needs to be said about these issues, and in recent work I have tried to say some of it. A forthcoming book is devoted to issues in the philosophy of language and content, arguing for a Fregean approach to meaning and an internalist approach to mental content, grounded largely in the two-dimensional semantic framework that is central to chapter 6. Another forthcoming book takes up some of the issues in chapter 7 through the lens of the “scrutability” thesis, arguing that there is a limited class of truths from which all truths are deducible. I suggest that this scrutability thesis can be used to vindicate some (not all) of the aims of Rudolf Carnap and other logical empiricists, and that it has many interesting consequences in epistemology, the philosophy of language, metaphilosophy, and metaphysics. For me, these works grew out of seeds in work on consciousness and then took on a life of their own. This seems to me to be a sign of the fertility of issues about consciousness for thinking about philosophy more generally, although perhaps it is just a sign of the way that every issue in philosophy is connected to every other.

Chapters 8 to 10 concern our thoughts and beliefs about consciousness, and the concepts we use to think about consciousness. These concepts are now known throughout philosophy as phenomenal concepts. Chapter 8 develops an account of the distinctive nature of phenomenal concepts, grounded in part in an analysis of the epistemological and conceptual observations that drive the arguments against materialism. I argue that phenomenal concepts behave in a way that is quite unlike most other concepts, involving a very strong sort of direct reference, on which the phenomenal qualities that are the referents of the concepts are also somehow present inside their sense. Here, the two-dimensional framework is again a useful tool in analyzing the phenomenon. The account in this chapter is in principle compatible with materialism, and in recent years some materialists have developed closely related accounts, but I think the account itself is fairly neutral (perhaps ultimately with some support for dualism, for reasons given toward the end of chapter 10). In any case, the issues concerning concepts and belief are of much interest in their own right.

Chapter 9 concerns our knowledge of consciousness. It was originally the second half of a long paper also containing chapter 8, and it builds on the central idea of that chapter. The special phenomenal concepts of chapter 8 lead to a distinctive class of “direct phenomenal beliefs,” which I argue have many interesting epistemological properties. For a start, they support a sort of infallibility thesis: direct phenomenal beliefs cannot be false. This thesis can do only limited epistemological work, but analysis of these beliefs leads to a more substantial epistemological view that involves a central role for acquaintance. I use the framework to analyze two important issues in the epistemology of consciousness: epistemological arguments against nonreductive views of consciousness, as well as Wilfrid Sellars’s arguments against the “given.” I suggest that with the appropriate analysis in hand, both sorts of arguments can be defanged. (Among other things, I think that this analysis provides a better response to the “paradox of phenomenal judgment” than I gave in The Conscious Mind.)

These chapters are explicitly concerned just with beliefs about consciousness, but much of the material here has application to a much broader class of beliefs. For example, I think that some perceptual beliefs are closely related to direct phenomenal beliefs, such that consciousness pays a central role in their constitution. Moreover, these consciousness-based beliefs may play a distinctive role in perceptual epistemology. The role for consciousness may go further still. Chapter 8 concludes by drawing some speculative morals for the role of consciousness in grounding intentionality quite generally (a topic that I revisit in chapters 11 and 12). Chapter 9 ends with some morals about the general role of consciousness in epistemology.

Chapter 10 concerns a role for phenomenal concepts in the debate over materialism. As I noted earlier, many type-B materialists think that a unique epistemic gap exists between physical and phenomenal truths, one that does not arise in other domains. It is then incumbent on them to explain why there should be such a gap in a purely physical world. By far the most popular strategy is to argue that the gap results from the way we think about consciousness (rather than from the nature of consciousness itself) and in particular from the nature of phenomenal concepts. Many different accounts of phenomenal concepts have been offered for this purpose. In chapter 6 I argue against two such accounts individually. In chapter 10 I discuss the accounts as a class and argue that no such account can work. In particular, I argue that there is no account of phenomenal concepts such that the nature of the concepts is both explainable in physical terms and capable of explaining our epistemic situation regarding consciousness. And I argue that without doing these things, the account is toothless in explaining away the epistemic gap. Put differently, if an account of phenomenal concepts is substantial enough to explain our distinctive epistemic situation regarding consciousness, it will itself be as difficult to explain in physical terms as consciousness was. If I am right about this, it removes perhaps the most powerful sort of opposition to the arguments of chapters 1, 5, and 6.

Chapters 11–13 concern the contents of consciousness: in particular, the way that consciousness represents the external world. A central theme is the connection between consciousness and intentionality. Chapters 11 and 12 are concerned with the contents of perceptual experience. Chapter 13 is concerned with external-world representation in belief rather than in perception, but the themes are closely connected.

Chapter 11 focuses on representationalism, or intentionalism: roughly, the view that consciousness is essentially and wholly a matter of representing goings-on in the world. Representationalism has been a central view in recent philosophy of perception and philosophy of consciousness more generally. It is often put forward as a reductive thesis and is used in the interest of reducing consciousness to the physical. It is also often put forward as a radically externalist thesis, on which consciousness is grounded in states outside the head. These commitments are quite inessential to representationalism per se, however, and representationalism is much more plausible when it is detached from them. In this chapter I argue for a distinctive sort of nonreductive, internalist representationalism, one that has most of the benefits of other sorts of representationalism along with relatively few of the costs.

The first half of chapter 11 surveys the territory. I clarify the nature of representationalism and argue for its plausibility. I survey varieties of representationalism, making the case for a nonreductive, internalist variety. The second half of the chapter develops an account of the contents of perceptual experience. If internalism is true, it appears that standard forms of environment-dependent content are ruled out and that one needs a sort of narrow (or internal) content instead. I bring in some ideas from the two-dimensional semantic framework to analyze the content of perception into two dimensions: Fregean content and Russellian content. Fregean content is narrow, while Russellian content is not. I argue that Fregean content is closely associated with the phenomenal character of experience. An afterword to the chapter spells out the application of the two-dimensional framework to perception in more depth.

Chapter 12 takes up the issue of the contents of experience where chapter 11 leaves off. I argue that the account of Fregean content in chapter 11 has some important inadequacies concerning its relation to phenomenology and leaves some crucial issues unexplained. I develop a further account involving what I call Edenic content: content that represents primitive properties (such as primitive redness or greenness), properties that are not instantiated in our world but that one can imagine might have been instantiated in the Garden of Eden. I bring this account to bear on many questions in the philosophy of perception, including questions about color constancy, spatial content, the representation of objects, and more.

I originally intended chapters 11 and 12 to be one long piece of work, but they are each long enough as they stand. Separating them might give the sense that I had a change of mind between the chapters, but that is not quite right: the Edenic view in chapter 12 extends the Fregean view in chapter 11 without rejecting it. When it comes to the metaphysics of consciousness, I think the Edenic story is more fundamental: fundamentally, consciousness may consist in the phenomenal representation of certain primitive properties. However, more than one sort of content is required for an adequate account of the many aspects of representation in experience. This reflects a general pluralism about mental and semantic content: one almost always needs contents of many different sorts to properly understand the complex phenomena of representation.

Chapters 11 and 12, along with chapters 8 and 9, can also be viewed as a contribution to what is now often called the “phenomenal intentionality” research program: the program of grounding intentionality in phenomenology. Chapters 11 and 12 suggest that a distinctive sort of intentionality is inherent in perceptual experience. Chapters 8 and 9 suggest that phenomenology can play a constitutive role in determining the content of our beliefs, along with a corresponding epistemological role. These suggestions might well be taken much further. While I doubt that all of intentionality is fully determined by phenomenology, I think that intentionality cannot be properly understood without giving phenomenology a central role. I am at least attracted to a view in which all “narrow” intentionality is grounded in phenomenal intentionality along with functional and/or inferential roles and in which “wide” intentionality is grounded in turn in narrow intentionality plus the environment in the way suggested by the two-dimensional framework. I cannot claim to have made the case for a view as strong as that here, but I hope to develop it in future work.

Chapter 13 uses the movie The Matrix to address issues about our knowledge of the external world. On the face of it, the movie raises a version of Descartes’ skeptical challenge. Just as I cannot know I am not the victim of a evil genius, I also cannot know I am not in a matrix. And if I am in a matrix, so the challenge goes, most of my beliefs are false: I am not really seeing a table in front of me, I do not really live in Australia, and so on. In this chapter, I argue that this thought, although initially compelling, is wrong. Even if I am in a matrix, there are still tables and cars, and most of my beliefs remain true. That is, the hypothesis that I am in a matrix is not a skeptical hypothesis, as traditionally thought. Instead, it is a sort of metaphysical hypothesis about the underlying nature of our world. If we are in a matrix, the physical world is more fundamentally a computational world, in which things are made of bits. This is an interesting new metaphysics, but it does not lead to skepticism. I argue that much the same applies to many traditional skeptical hypotheses, such as the evil demon hypothesis and the hypothesis that my life is a dream. This does not provide a complete victory over skepticism (some skeptical hypotheses survive), but it nevertheless helps in the project of vindicating knowledge of the external world.

The conclusion of the chapter is in some ways reminiscent of antiskeptical conclusions by philosophers as diverse as Berkeley and Putnam. However, I arrive at the conclusion by a quite different route, one that involves reflection on the possible character of physics, as well as on the possible character of the mind-body relation and of creation. Most people start off very dubious about the conclusion (just as I did), but my experience is that the arguments bring a surprising number of people around. I am not sure what to make of this, except perhaps that in this domain people’s Cartesian intuitions run less deep than one might think.

On the face of it, chapter 13 might seem distant from chapters 11 and 12, with little explicit discussion of perception and consciousness. In fact the issues are deeply linked. If the arguments in this chapter are correct, the beliefs of a subject in a matrix are largely true. The same goes for perception: the perceptual experiences of a subject in a matrix are largely veridical. This picture coheres well with the Fregean picture developed in chapter 11, according to which perception represents properties that are the normal causes of certain sorts of perceptual experiences. This Fregean content does not require properties of a highly constrained sort, so if it turns out that that the relevant experiences are typically caused by certain computational properties, then these properties are represented by our experiences. This way, our experiences can be largely veridical, and our corresponding beliefs largely true.

Still, there is a persisting intuition that, if we are in a matrix, the world is not wholly as it seems. This intuition can be accommodated by bringing in ideas from chapter 12. If we are in a matrix, our experiences are not perfectly veridical: that would require our world to have primitive color properties, primitive spatiotemporal properties, and so on, as in Eden. But a moral of the Matrix chapter is that a matrix world is no better and no worse than a nonmatrix world in which quantum mechanics, relativity, and so on are true. In such a world, we have already fallen from Eden. Even in the world as revealed by contemporary science, it seems that our experiences are not perfectly veridical (their Edenic contents are not true): at best, they are imperfectly veridical (their ordinary Fregean and Russellian contents are true). But imperfect veridicality is good enough. And imperfect veridicality is something that the world of science shares with the world of the Matrix.

In effect, Eden and the Matrix can be seen as two poles in a familiar philosophical dichotomy. Eden is akin to the manifest image: the world exactly as it seems to us. The Matrix is (very loosely) akin to the scientific image: the messy and complicated real world of science with its many divergences from the manifest. But despite the mismatch between these images, we have grown used to the idea that the world of the scientific image is good enough to make our ordinary beliefs about the world true. The world does not vindicate them completely: a perfect match would require primitive solidity, primitive redness, and primitive squareness, and nothing in our world is really that way. So in a sense, our manifest image puts demands on the world that it does not meet. Still, the world of science vindicates our beliefs and experiences well enough by meeting the standard of imperfect veridicality. Perfect veridicality would require our world to be Eden, but imperfect veridicality can be satisfied even in a matrix.

These two poles call to mind another famous dichotomy. Eden corresponds at least loosely to Kant’s phenomenal world: the world of things as they appear. The Matrix corresponds loosely to Kant’s noumenal world: the world of things in themselves. We might think of Eden as a pure phenomenal world: if we were in Eden, nothing would have a hidden nature. But if we are in the Matrix, the world has a hidden nature that is not revealed to us in perception or even in ordinary science. Like the analogy with the scientific image, the analogy with the noumenal world is imperfect. The movie offers us an un-Kantian route to see the things in themselves: the red pill reveals their computational nature, which of course just raises the question of the noumena underlying the computers in turn. Still, through this lens, the film no longer seems to be an illustration of Cartesian deception. Rather, it is an illustration of Kantian (or perhaps Russellian) humility. Perception and even science do not reveal the entire intrinsic character of the world. Perhaps it was unreasonable ever to expect that they would. Still, even if perception and science are not perfect, in their imperfect ways they are adequate to their tasks all the same.

Reflection on the Matrix scenario is fertile in many other ways. Coming to grips with it requires getting to the bottom of some of the deepest issues in philosophy. These include not just issues in epistemology but also those in metaphysics (what is the nature of objects?), the philosophy of language (what determines the reference of our expressions?), the philosophy of mind (how do we make cognitive contact with the world?), the philosophy of perception (how do we represent space?), the philosophy of physics (what is the role of spatiotemporal concepts in theoretical physics?), the philosophy of computation (what does it take to implement a computation?), and even the philosophy of religion (what should we say about God if our world is the product of imperfect creators?) and ethics (is life in a matrix as meaningful as a life outside it?). I address a few of these issues in the chapter and in the philosophical notes that follow. I am sure that I have not gotten to the bottom of any of them. Still, because of the way that it opens a door to all of these issues in such a simple way, this chapter is my favorite in the book.

Chapter 14 (coauthored with Tim Bayne) addresses another Kantian topic: the unity of consciousness. It is hard to turn this fuzzy topic into clear philosophy, but in recent years a few people have tried. This is our attempt. We start with the question of what it is for two states of consciousness (experiencing red and hearing middle C, say) to be unified. We analyze a number of different notions of unity in search of one that undergirds a nontrivial but still plausible unity thesis holding that consciousness is necessarily unified. This leads to a notion of phenomenal unity, defined in terms of a sort of conjoint phenomenal character. We suggest that there is a prima facie case that consciousness is necessarily unified in this sense and that prima facie counterevidence from split-brain syndrome can be accommodated by making relevant distinctions. To get a better handle on unity, we introduce a quasi-mereological analysis and an analysis in terms of entailment between phenomenal states. We use these analyses to argue against certain representationalist and higher-order theories of consciousness on the grounds that they cannot vindicate the unity thesis. We end by speculating about why consciousness is unified, if indeed it is.

The end of the chapter suggests a certain holistic view of the metaphysics of consciousness, one in which local states of consciousness (experiencing red, hearing middle C) are grounded in total states of consciousness for a subject at a time. It is tempting to think that these states are the basic units of consciousness. If we combine this picture with the picture in chapter 12, a more detailed hypothesis in the metaphysics of consciousness suggests itself: consciousness consists in the unified phenomenal representation of an Edenic world. I do not know whether this hypothesis is correct, but it is at least aesthetically pleasing.

The appendix provides an introduction to the two-dimensional semantic framework that I use in a number of the more technical chapters. This framework provides a very useful tool for analyzing the relationship between modal and epistemological issues, as well as for modeling the content of linguistic expressions and mental states in a way that is sensitive to their cognitive and epistemological roles. After outlining the framework and some of its applications, I address a number of objections that various philosophers have put forward. I think that once the framework is understood correctly, there are straightforward replies to many of these objections, although of course some objections raise substantial issues, too. But readers can decide for themselves.


Part I

THE PROBLEMS OF CONSCIOUSNESS
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FACING UP TO THE PROBLEM OF CONSCIOUSNESS

1. Introduction

Consciousness poses the most baffling problems in the science of the mind. There is nothing that we know more intimately than conscious experience, but there is nothing that is harder to explain. All sorts of mental phenomena have yielded to scientific investigation in recent years, but consciousness has stubbornly resisted. Many have tried to explain it, but the explanations always seem to fall short of the target. Some have been led to suppose that the problem is intractable and that no good explanation can be given.

To make progress on the problem of consciousness, we have to confront it directly. In this chapter I first isolate the truly hard part of the problem, separating it from more tractable parts and giving an account of why it is so difficult to explain. I critique some recent work that uses reductive methods to address consciousness and argue that these methods inevitably fail to come to grips with the hardest part of the problem. Once this failure is recognized, the door to further progress is opened. In the second half of the chapter I argue that, if we move to a new kind of nonreductive explanation, a naturalistic account of consciousness can be given.

2. The Easy Problems and the Hard Problem

There is not just one problem of consciousness. “Consciousness” is an ambiguous term that refers to many different phenomena. Each of these phenomena needs to be explained, but some are easier to explain than others. At the start, it is useful to divide the associated problems of consciousness into “hard” and “easy” problems. The easy problems of consciousness are those that seem directly susceptible to the standard methods of cognitive science, whereby a phenomenon is explained in terms of computational or neural mechanisms. The hard problems are those that seem to resist those methods.

The easy problems of consciousness include those of explaining the following phenomena:1

• the ability to discriminate, categorize, and react to environmental stimuli

• the integration of information by a cognitive system

• the reportability of mental states

• the ability of a system to access its own internal states

• the focus of attention

• the deliberate control of behavior

• the difference between wakefulness and sleep

All of these phenomena are associated with the notion of consciousness. For example, one sometimes says that a mental state is conscious when it is verbally reportable or when it is internally accessible. Sometimes a system is said to be conscious of some information when it has the ability to react on the basis of that information or, more strongly, when it attends to that information or when it can integrate that information and exploit it in the sophisticated control of behavior. We sometimes say that an action is conscious precisely when it is deliberate. Often we say that an organism is conscious as another way of saying that it is awake.

There is no real issue about whether these phenomena can be explained scientifically. All of them are straightforwardly vulnerable to explanation in terms of computational or neural mechanisms. To explain access and reportability, for example, we need only specify the mechanism by which information about internal states is retrieved and made available for verbal report. To explain the integration of information, we need only exhibit mechanisms by which information is brought together and exploited by later processes. For an account of sleep and wakefulness, an appropriate neurophysiological account of the processes responsible for organisms’ contrasting behavior in those states will suffice. In each case, an appropriate cognitive or neurophysiological model can clearly do the explanatory work.

If these phenomena were all there was to consciousness, then consciousness would not be much of a problem. Although we do not yet have anything close to a complete explanation of these phenomena, we have a clear idea of how we might go about explaining them. This is why I call these problems the easy problems. Of course, “easy” is a relative term. Getting the details right will probably take a century or two of difficult empirical work. Still, there is every reason to believe that the methods of cognitive science and neuroscience will succeed.

The really hard problem of consciousness is the problem of experience. When we think and perceive, there is a whir of information processing, but there is also a subjective aspect. As Nagel (1974) has put it, there is something it is like to be a conscious organism. This subjective aspect is experience. When we see, for example, we experience visual sensations: the felt quality of redness, the experience of dark and light, the quality of depth in a visual field. Other experiences go along with perception in different modalities: the sound of a clarinet, the smell of mothballs. Then there are bodily sensations from pains to orgasms; mental images that are conjured up internally; the felt quality of emotion; and the experience of a stream of conscious thought. What unites all of these states is that there is something it is like to be in them. All of them are states of experience.

It is undeniable that some organisms are subjects of experience, but the question of why it is that these systems are subjects of experience is perplexing. Why is it that when our cognitive systems engage in visual and auditory information processing, we have visual or auditory experience: the quality of deep blue, the sensation of middle C? How can we explain why there is something it is like to entertain a mental image or to experience an emotion? It is widely agreed that experience arises from a physical basis, but we have no good explanation of why and how it so arises. Why should physical processing give rise to a rich inner life at all? It seems objectively unreasonable that it should, and yet it does.

If any problem qualifies as the problem of consciousness, it is this one. In this central sense of “consciousness,” an organism is conscious if there is something it is like to be that organism, and a mental state is conscious if there is something it is like to be in that state. Sometimes terms such as “phenomenal consciousness” and “qualia” are also used here, but I find it more natural to speak of “conscious experience” or simply “experience.” Another useful way to avoid confusion (used by, e.g., Newell 1990; Chalmers 1996) is to reserve the term “consciousness” for the phenomena of experience, using the less loaded term “awareness” for the more straightforward phenomena described earlier. If such a convention were widely adopted communication would be much easier; as things stand, those who talk about “consciousness” are frequently talking past each other.

The ambiguity of the term “consciousness” is often exploited by both philosophers and scientists writing on the subject. It is common to see a paper on consciousness begin with an invocation of the mystery of consciousness, noting the strange intangibility and ineffability of subjectivity and worrying that so far we have no theory of the phenomenon. Here, the topic is clearly the hard problem—the problem of experience. In the second half of the paper, the tone becomes more optimistic, and the author’s own theory of consciousness is outlined. Upon examination, this theory turns out to be a theory of one of the more straightforward phenomena— of reportability, of introspective access, or whatever. At the close, the author declares that consciousness has turned out to be tractable after all, but the reader is left feeling like the victim of a bait-and-switch. The hard problem remains untouched.

3. Functional Explanation

Why are the easy problems easy, and why is the hard problem hard? The easy problems are easy precisely because they concern the explanation of cognitive abilities and functions. To explain a cognitive function, we need only specify a mechanism that can perform the function. The methods of cognitive science are well suited for this sort of explanation and so are well suited to the easy problems of consciousness. By contrast, the hard problem is hard precisely because it is not a problem about the performance of functions. The problem persists even when the performance of all of the relevant functions is explained. (Here “function” is not used in the narrow teleological sense of something that a system is designed to do but in the broader sense of any causal role in the production of behavior that a system might perform.)

To explain reportability, for instance, is just to explain how a system could perform the function of producing reports on internal states. To explain internal access, we need to explain how a system could be appropriately affected by its internal states and use information about them in directing later processes. To explain integration and control, we need to explain how a system’s central processes can bring information together and use them in the facilitation of various behaviors. These are all problems about the explanation of functions.

How do we explain the performance of a function? By specifying a mechanism that performs the function.2 Here, neurophysiological and cognitive modeling are perfect for the task. If we want a detailed, low-level explanation, we can specify the neural mechanism that is responsible for the function. If we want a more abstract explanation, we can specify a mechanism in computational terms. Either way, a full and satisfying explanation will result. Once we have specified the neural or computational mechanism that performs the function of verbal report, for example, the bulk of our work in explaining reportability is over.

In a way, the point is trivial. It is a conceptual fact about these phenomena that their explanation involves only the explanation of various functions, as the phenomena are functionally definable. All it means for reportability to be instantiated in a system is that the system has the capacity for verbal reports of internal information. All it means for a system to be awake is for it to be appropriately receptive to information from the environment and for it to be able to use this information in directing behavior in an appropriate way. To see that this is a conceptual fact, note that someone who says, “You have explained the performance of the verbal report function, but you have not explained reportability,” is making a trivial conceptual mistake about reportability. All it could possibly take to explain reportability is an explanation of how the relevant function is performed; the same goes for the other phenomena in question.

Throughout the higher-level sciences, reductive explanation works in just this way. To explain the gene, for instance, we needed to specify the mechanism that stores and transmits hereditary information from one generation to the next. It turns out that DNA performs this function; once we explain how the function is performed, we have explained the gene. To explain life, we ultimately need to explain how a system can reproduce, adapt to its environment, metabolize, and so on. All of these are questions about the performance of functions and so are well suited to reductive explanation. The same holds for most problems in cognitive science. To explain learning, we need to explain the way in which a system’s behavioral capacities are modified in light of environmental information, and the way in which new information can be brought to bear in adapting a system’s actions to its environment. If we show how a neural or computational mechanism does the job, we have explained learning. We can say the same for other cognitive phenomena, such as perception, memory, and language. Sometimes the relevant functions need to be characterized quite subtly, but it is clear that insofar as cognitive science explains these phenomena at all, it does so by explaining the performance of functions.

When it comes to conscious experience, this sort of explanation fails. What makes the hard problem hard and almost unique is that it goes beyond problems about the performance of functions. To see this, note that even when we have explained the performance of all the cognitive and behavioral functions in the vicinity of experience—perceptual discrimination, categorization, internal access, verbal report—a further unanswered question may remain: why is the performance of these functions accompanied by experience? A simple explanation of the functions leaves this question open.

There is no analogous further question in the explanation of genes or of life or of learning. If someone says, “I can see that you have explained how DNA stores and transmits hereditary information from one generation to the next, but you have not explained how it is a gene,” then they are making a conceptual mistake. All it means to be a gene is to be an entity that performs the relevant storage and transmission function. But if someone says, “I can see that you have explained how information is discriminated, integrated, and reported, but you have not explained how it is experienced,” they are not making a conceptual mistake. This is a nontrivial further question.

This further question is the key question in the problem of consciousness. Why doesn’t all of this information processing go on “in the dark,” free of any inner feel? Why is it that when electromagnetic waveforms impinge on a retina and are discriminated and categorized by a visual system, the discrimination and categorization are experienced as a sensation of vivid red? We know that conscious experience does arise when these functions are performed, but the very fact that it arises is the central mystery. There is an explanatory gap (a term due to Levine 1983) between the functions and experience, and we need an explanatory bridge to cross it. A mere account of the functions stays on one side of the gap, so the materials for the bridge must be found elsewhere.

This is not to say that experience has no function. Perhaps it will turn out to play an important cognitive role, but for any role it might play, there will be more to the explanation of experience than a simple explanation of the function. Perhaps it will even turn out that in the course of explaining a function, we will be led to the key insight that allows an explanation of experience. If this happens, though, the discovery will be an extra explanatory reward. There is no cognitive function such that we can say in advance that explanation of that function will automatically explain experience.

To explain experience, we need a new approach. The usual explanatory methods of cognitive science and neuroscience do not suffice. These methods have been developed precisely to explain the performance of cognitive functions, and they do a good job of it. Still, as these methods stand, they are equipped to explain only the performance of functions. When it comes to the hard problem, the standard approach has nothing to say.

4. Some Case Studies

In the last few years, a number of works have addressed the problems of consciousness within the framework of cognitive science and neuroscience. This might suggest that the foregoing analysis is faulty, but in fact a close examination of the relevant work only lends the analysis further support. When we investigate just which aspects of consciousness these studies are aimed at and which aspects they end up explaining, we find that the ultimate target of explanation is always one of the easy problems. I illustrate this with two representative examples.

The first is the “neurobiological theory of consciousness” outlined by Crick and Koch (1990; see also Crick 1994). This theory centers on certain 35—75 hertz neural oscillations in the cerebral cortex; Crick and Koch hypothesize that these oscillations are the basis of consciousness. This is partly because the oscillations seem to be correlated with awareness in a number of different modalities—within the visual and olfactory systems, for example—and also because they suggest a mechanism by which the binding of information might be achieved. Binding is the process whereby separately represented pieces of information about a single entity are brought together to be used by later processing, as when information about the color and shape of a perceived object is integrated from separate visual pathways. Following others (e.g., Eckhorn et al. 1988), Crick and Koch hypothesize that binding may be achieved by the synchronized oscillations of neuronal groups representing the relevant contents. When two pieces of information are to be bound together, the relevant neural groups will oscillate with the same frequency and phase.

The details of how this binding might be achieved are still poorly understood, but suppose that they can be worked out. What might the resulting theory explain? Clearly it might explain the binding of information, and perhaps it might yield a more general account of the integration of information in the brain. Crick and Koch also suggest that these oscillations activate the mechanisms of working memory, so that there may be an account of this and perhaps other forms of memory in the distance. The theory might eventually lead to a general account of how perceived information is bound and stored in memory for use by later processing.

Such a theory would be valuable, but it would tell us nothing about why the relevant contents are experienced. Crick and Koch suggest that these oscillations are the neural correlates of experience. This claim is arguable— does not binding also take place in the processing of unconscious information?—but even if it is accepted, the explanatory question remains: why do the oscillations give rise to experience? The only basis for an explanatory connection is the role they play in binding and storage, but the question of why binding and storage should themselves be accompanied by experience is never addressed. If we do not know why binding and storage should give rise to experience, telling a story about the oscillations cannot help us. Conversely, if we knew why binding and storage gave rise to experience, the neurophysiological details would be just the icing on the cake. Crick and Koch’s theory gains its purchase by assuming a connection between binding and experience and so can do nothing to explain that link.

I do not think that Crick and Koch are ultimately claiming to address the hard problem, although some have interpreted them that way. A published interview with Koch gives a clear statement of the limitations on the theory’s ambitions:

Well, let’s first forget about the really difficult aspects, like subjective feelings, for they may not have a scientific solution. The subjective state of play, of pain, of pleasure, of seeing blue, of smelling a rose— there seems to be a huge jump between the materialistic level, of explaining molecules and neurons, and the subjective level. Let’s focus on things that are easier to study—like visual awareness. You’re now talking to me, but you’re not looking at me, you’re looking at the cappuccino, and so you are aware of it. You can say, “It’s a cup and there’s some liquid in it.” If I give it to you, you’ll move your arm and you’ll take it—you’ll respond in a meaningful manner. That’s what I call awareness. (What Is Consciousness? Discover [November 1992], 96.)

The second example is an approach at the level of cognitive psychology. This is Bernard Baars’s global workspace theory of consciousness, presented in his book A Cognitive Theory of Consciousness. According to this theory, the contents of consciousness are contained in a global workspace, a central processor used to mediate communication between a host of specialized nonconscious processors. When these specialized processors need to broadcast information to the rest of the system, they do so by sending this information to the workspace, which acts as a kind of communal blackboard for the rest of the system, accessible to all the other processors.

Baars uses this model to address many aspects of human cognition and to explain a number of contrasts between conscious and unconscious cognitive functioning. Ultimately, however, it is a theory of cognitive accessibility that explains how it is that certain information contents are widely accessible within a system, as well as a theory of informational integration and reportability. The theory shows promise as a theory of awareness, the functional correlate of conscious experience, but an explanation of experience itself is not on offer.

One might suppose that, according to this theory, the contents of experience are precisely the contents of the workspace. However, even if this is so, nothing internal to the theory explains why the information within the global workspace is experienced. The best the theory can do is to say that the information is experienced because it is globally accessible. But now the question arises in a different form: why should global accessibility give rise to conscious experience? As always, this bridging question is unanswered.

Almost all of the work taking a cognitive or neuroscientific approach to consciousness in recent years could be subjected to a similar critique. The “neural Darwinism” model of Edelman (1989), for instance, addresses questions about perceptual awareness and the self-concept but says nothing about why there should also be experience. The “multiple drafts” model of Dennett (1991) is largely directed at explaining the reportability of certain mental contents. The “intermediate level” theory of Jackendoff (1988) provides an account of some computational processes that underlie consciousness, but Jackendoff stresses that the question of how these “project” into conscious experience remains mysterious.

Researchers using these methods are often inexplicit about their attitudes to the problem of conscious experience, although sometimes they take a clear stand. Even among those who are clear about it, attitudes differ widely. In relating this sort of work to the problem of experience, a number of different strategies are available. It would be useful if these strategic choices were more often made explicit.

The first strategy is simply to explain something else. Some researchers are explicit that the problem of experience is too difficult for now and perhaps even outside the domain of science altogether. These researchers instead choose to address one of the more tractable problems such as reportability or the concept of the self. Although I have called these problems the “easy” problems, they are among the most interesting unsolved problems in cognitive science, so this work is certainly worthwhile. The worst that can be said of this choice is that in the context of research on consciousness it is relatively unambitious, and the work can sometimes be misinterpreted.

The second choice is to take a harder line and deny the phenomenon. (Variations on this approach are taken by Allport 1988; Dennett 1991; Wilkes 1988.) According to this line, once we have explained the functions such as accessibility and reportability, there is no further phenomenon called “experience” to explain. Some explicitly deny the phenomenon, holding, for example, that what is not externally verifiable cannot be real. Others achieve the same effect by allowing that experience exists but only if we equate “experience” with something like the capacity to discriminate and report. These approaches lead to a simpler theory but are ultimately unsatisfactory. Experience is the most central and manifest aspect of our mental lives and indeed is perhaps the key explanandum in the science of the mind. Because of this status as an explanandum, experience cannot be discarded like the vital spirit when a new theory comes along. Rather, it is the central fact that any theory of consciousness must explain. A theory that denies the phenomenon “solves” the problem by ducking the question.

In a third option, some researchers claim to be explaining experience in the full sense. These researchers (unlike those mentioned above) wish to take experience very seriously; they lay out their functional model or theory and claim that it explains the full subjective quality of experience (e.g., Flohr 1992; Humphrey 1992). The relevant step in the explanation is typically passed over quickly, however, and usually ends up looking something like magic. After some details about information processing are given, experience suddenly enters the picture, but it is left obscure how these processes should suddenly give rise to experience. Perhaps it is simply taken for granted that it does, but then we have an incomplete explanation and a version of the fifth strategy below.

A fourth, more promising approach appeals to these methods to explain the structure of experience. For example, it is arguable that an account of the discriminations made by the visual system can account for the structural relations between different color experiences, as well as for the geometric structure of the visual field (see, e.g., Clark 1992; Hardin 1992). In general, certain facts about structures found in processing will correspond to and arguably explain facts about the structure of experience. This strategy is plausible but limited. At best, it takes the existence of experience for granted and accounts for some facts about its structure, providing a sort of nonreductive explanation of the structural aspects of experience (I say more on this later). This is useful for many purposes, but it tells us nothing about why there should be experience in the first place.

A fifth and reasonable strategy is to isolate the substrate of experience. After all, almost everyone allows that experience arises in one way or another from brain processes, and it makes sense to identify the sort of process from which it arises. Crick and Koch present their work as isolating the neural correlate of consciousness, for example, and Edelman (1989) and Jackendoff (1987) make related claims. Justification of these claims requires careful theoretical analysis, especially as experience is not directly observable in experimental contexts, but when applied judiciously this strategy can shed indirect light on the problem of experience. Nevertheless, the strategy is clearly incomplete. For a satisfactory theory, we need to know more than which processes give rise to experience; we also need an account of why and how. A full theory of consciousness must build an explanatory bridge.

5. The Extra Ingredient

We have seen that there are systematic reasons why the usual methods of cognitive science and neuroscience fail to account for conscious experience. These are simply the wrong sort of methods. Nothing that they give to us can yield an explanation. To account for conscious experience, we need an extra ingredient in the explanation. This makes for a challenge to those who are serious about the hard problem of consciousness: what is your extra ingredient, and why should that account for conscious experience?

There is no shortage of extra ingredients to be had. Some propose an injection of chaos and nonlinear dynamics. Some think that the key lies in nonalgorithmic processing. Some appeal to future discoveries in neurophysiology. Some suppose that the key to the mystery will lie at the level of quantum mechanics. It is easy to see why all of these suggestions are proposed. None of the old methods work, so the solution must lie with something new. Unfortunately, these suggestions all suffer from the same old problems.

Nonalgorithmic processing, for example, is suggested by Penrose (1989, 1994) because of the role it might play in the process of conscious mathematical insight. The arguments about mathematics are controversial, but even if they succeed and an account of nonalgorithmic processing in the human brain is given, it will still only be an account of the functions involved in mathematical reasoning and the like. For a nonalgorithmic process as much as an algorithmic process, the question is left unanswered: why should this process give rise to experience? In answering this question, there is no special role for nonalgorithmic processing.

The same goes for nonlinear and chaotic dynamics. These might provide a novel account of the dynamics of cognitive functioning, quite different from that given by standard methods in cognitive science. But from dynamics, one only gets more dynamics. The question about experience here is as mysterious as ever. The point is even clearer for new discoveries in neurophysiology. These discoveries may help us make significant progress in understanding brain function, but for any neural process we isolate, the same question will always arise. It is difficult to imagine what a proponent of new neurophysiology expects to happen over and above the explanation of further cognitive functions. It is not as if we will suddenly discover a phenomenal glow inside a neuron!

Perhaps the most popular “extra ingredient” of all is quantum mechanics (e.g., Hameroff 1994). The attractiveness of quantum theories of consciousness may stem from a law of minimization of mystery: consciousness is mysterious, and quantum mechanics is mysterious, so maybe the two mysteries have a common source. Nevertheless, quantum theories of consciousness suffer from the same difficulties as neural or computational theories. Quantum phenomena have some remarkable functional properties, such as nondeterminism and nonlocality. It is natural to speculate that these properties may play some role in the explanation of cognitive functions, such as random choice and the integration of information, and this hypothesis cannot be ruled out a priori. When it comes to the explanation of experience, however, quantum processes are in the same boat as any other. The question of why these processes should give rise to experience is entirely unanswered.3

(One special attraction of quantum theories is the fact that, according to some interpretations of quantum mechanics, consciousness plays an active role in “collapsing” the quantum wave function. Such interpretations are controversial, but in any case they offer no hope of explaining consciousness in terms of quantum processes. Rather, these theories assume the existence of consciousness and use it in the explanation of quantum processes. At best, these theories tell us something about a physical role that consciousness may play. They tell us nothing about why it arises.)

At the end of the day, the same criticism applies to any purely physical account of consciousness. For any physical process we specify there will be an unanswered question: why should this process give rise to experience? Given any such process, it is conceptually coherent that it could be instantiated in the absence of experience. It follows that no mere account of the physical process will tell us why experience arises. The emergence of experience goes beyond what can be derived from physical theory.

Purely physical explanation is well suited to the explanation of physical structures by explaining macroscopic structures in terms of detailed microstructural constituents. It also provides a satisfying explanation of the performance of functions by accounting for these functions in terms of the physical mechanisms that perform them. This is because once the internal details of the physical account are given, the structural and functional properties fall out as an automatic consequence. However, the structure and dynamics of physical processes yield only more structure and dynamics, so structures and functions are all we can expect these processes to explain. The facts about experience cannot be an automatic consequence of any physical account, as it is conceptually coherent that any given process could exist without experience. Experience may arise from the physical, but it is not explained by the physical.

The moral of all this is that you can’t explain conscious experience on the cheap. It is a remarkable fact that reductive methods—methods that explain a high-level phenomenon wholly in terms of more basic physical processes—work well in so many domains. In a sense, one can explain most biological and cognitive phenomena on the cheap, in that these phenomena are seen as automatic consequences of more fundamental processes. It would be wonderful if reductive methods could explain experience, too; I hoped for a long time that they might. Unfortunately, there are systematic reasons why these methods must fail. Reductive methods are successful in most domains because what needs explaining in those domains are structures and functions, and these are the kinds of thing that a physical account can entail. When it comes to a problem over and above the explanation of structures and functions, these methods are impotent.

This might seem reminiscent of the vitalist claim that no physical account could explain life, but the cases are disanalogous. What drove vitalist skepticism was doubt about whether physical mechanisms could perform the many remarkable functions associated with life, such as complex adaptive behavior and reproduction. The conceptual claim that explanation of functions is what is needed was implicitly accepted, but, lacking detailed knowledge of biochemical mechanisms, the vitalists doubted whether any physical process could do the job and proposed the hypothesis of the vital spirit as an alternative explanation.4 Once it turned out that physical processes could perform the relevant functions, vitalist doubts melted away.

With experience, on the other hand, physical explanation of the functions is not in question. The key is instead the conceptual point that the explanation of functions does not suffice for the explanation of experience. This basic conceptual point is not something that further neuroscientific investigation will affect. In a similar way, experience is disanalogous to the élan vital. The vital spirit was presented as an explanatory posit in order to explain the relevant functions and could therefore be discarded when those functions were explained without it. Experience is not an explanatory posit but an explanandum in its own right and so is not a candidate for this sort of elimination.

It is tempting to note that all sorts of puzzling phenomena have eventually turned out to be explainable in physical terms. But these were all problems about the observable behavior of physical objects and came down to problems in the explanation of structures and functions. Because of this, these phenomena have always been the kind of thing that a physical account might explain, even if at some points there have been good reasons to suspect that no such explanation would be forthcoming. The tempting induction from these cases fails in the case of consciousness, which is not a problem about physical structures and functions. The problem of consciousness is puzzling in an entirely different way. An analysis of the problem shows us that conscious experience is just not the kind of thing that a wholly reductive account could succeed in explaining.

6. Nonreductive Explanation

At this point some are tempted to give up, holding that we will never have a theory of conscious experience. McGinn (1989), for example, argues that the problem is too hard for our limited minds; we are “cognitively closed” with respect to the phenomenon. Others have argued that conscious experience lies outside the domain of scientific theory altogether.

I think this pessimism is premature. This is not the place to give up; it is the place where things get interesting. When simple methods of explanation are ruled out, we need to investigate the alternatives. Given that reductive explanation fails, nonreductive explanation is the natural choice.

Although a remarkable number of phenomena have turned out to be explicable wholly in terms of entities simpler than themselves, this is not universal. In physics, it occasionally happens that an entity has to be taken as fundamental. Fundamental entities are not explained in terms of anything simpler. Instead, one takes them as basic and gives a theory of how they relate to everything else in the world. For example, in the nineteenth century it turned out that electromagnetic processes could not be explained in terms of the wholly mechanical processes that previous physical theories appealed to, so Maxwell and others introduced electromagnetic charge and electromagnetic forces as new fundamental components of a physical theory. To explain electromagnetism, the ontology of physics had to be expanded. New basic properties and basic laws were needed to give a satisfactory account of the phenomena.

Other features that physical theory takes as fundamental include mass and space-time. No attempt is made to explain these features in terms of anything simpler. This does not rule out the possibility of a theory of mass or of space-time, however. There is an intricate theory of how these features interrelate and of the basic laws they enter into. This theory is used to explain many familiar higher-level phenomena concerning mass, space, and time.

I suggest that a theory of consciousness should take experience as fundamental. We know that a theory of consciousness requires the addition of something fundamental to our ontology, as everything in physical theory is compatible with the absence of consciousness. We might add some entirely new nonphysical feature from which experience can be derived, but it is hard to see what such a feature would be like. More likely, we will take experience itself as a fundamental feature of the world, alongside mass, charge, and space-time. If we take experience as fundamental, then we can go about the business of constructing a theory of experience.

Where there is a fundamental property, there are fundamental laws. A nonreductive theory of experience will add new principles to the basic laws of nature. These basic principles will ultimately carry the explanatory burden in a theory of consciousness. Just as we explain familiar high-level phenomena involving mass in terms of more basic principles involving mass and other entities, we might explain familiar phenomena involving experience in terms of more basic principles involving experience and other entities.

In particular, a nonreductive theory of experience will specify basic principles that tell us how experience depends on physical features of the world. These psychophysical principles will not interfere with physical laws, as it seems that physical laws already form a closed system. Rather, they will be a supplement to a physical theory. A physical theory gives a theory of physical processes, and a psychophysical theory tells us how those processes give rise to experience. We know that experience depends on physical processes, but we also know that this dependence cannot be derived from physical laws alone. The new basic principles postulated by a nonreductive theory give us the extra ingredient that we need to build an explanatory bridge.

Of course, by taking experience as fundamental, there is a sense in which this approach does not tell us why there is experience in the first place, but this is the same for any fundamental theory. Nothing in physics tells us why there is matter in the first place, but we do not count this against theories of matter. Certain features of the world need to be taken as fundamental by any scientific theory. A theory of matter can still explain all sorts of facts about matter by showing how they are consequences of the basic laws. The same goes for a theory of experience.

This position qualifies as a variety of dualism as it postulates basic properties over and above the properties invoked by physics. But it is an innocent version of dualism, entirely compatible with the scientific view of the world. Nothing in this approach contradicts anything in physical theory; we simply need to add further bridging principles to explain how experience arises from physical processes. There is nothing particularly spiritual or mystical about this theory—its overall shape is like that of a physical theory, with a few fundamental entities connected by fundamental laws. It expands the ontology slightly, to be sure, but Maxwell did the same thing. Indeed, the overall structure of this position is entirely naturalistic, allowing both that the universe ultimately comes down to a network of basic entities obeying simple laws and that there eventually may be a theory of consciousness cast in terms of such laws. If the position is to have a name, naturalistic dualism is a good choice.

If this view is right, then in some ways a theory of consciousness will have more in common with a theory in physics than a theory in biology. Biological theories involve no principles that are fundamental in this way, so biological theory has a certain complexity and messiness to it; but theories in physics, insofar as they deal with fundamental principles, aspire to simplicity and elegance. The fundamental laws of nature are part of the basic furniture of the world, and physical theories are telling us that this basic furniture is remarkably simple. If a theory of consciousness also involves fundamental principles, then we should expect the same. The principles of simplicity, elegance, and even beauty, which drive physicists’ search for a fundamental theory, will also apply to a theory of consciousness.

(Some philosophers [the type-B materialists of chapter 5] argue that even though there is a conceptual gap between physical processes and experience, there need be no metaphysical gap, so that experience might in a certain sense still be physical. I argue against this view in chapters 5–7 and chapter 10. Still, if what I have said so far is correct, this position must at least concede an explanatory gap between physical processes and experience. For example, the principles connecting the physical and the experiential will not be derivable from the laws of physics, so such principles must be taken as explanatorily fundamental. So even on this sort of view, the explanatory structure of a theory of consciousness will be much as I have described.)

7. Outline of a Theory of Consciousness

It is not too soon to begin work on a theory. We are already in a position to understand certain key facts about the relationship between physical processes and experience and about the regularities that connect them. Once reductive explanation is set aside, we can lay those facts on the table so that they can play their proper role as the initial pieces in a nonreductive theory of consciousness and as constraints on the basic laws that constitute an ultimate theory.

There is an obvious problem that plagues the development of a theory of consciousness, and that is the paucity of objective data. Conscious experience is not directly observable in an experimental context, so we cannot generate data about the relationship between physical processes and experience at will. Nevertheless, we all have access to a rich source of data in our own case. Many important regularities between experience and processing can be inferred from considerations about one’s own experience. There are also good indirect sources of data from observable cases, as when one relies on the verbal report of a subject as an indication of experience. These methods have their limitations, but we have more than enough data to get a theory off the ground.

Philosophical analysis is also useful in getting value for money out of the data we have. This sort of analysis can yield a number of principles relating consciousness and cognition, thereby strongly constraining the shape of an ultimate theory. The method of thought experimentation can also yield significant rewards, as we will see. Finally, the fact that we are searching for a fundamental theory means that we can appeal to nonempirical constraints such as simplicity and homogeneity in developing a theory. We must seek to systematize the information we have, to extend it as far as possible by careful analysis, and then to make the inference to the simplest possible theory that explains the data while remaining a plausible candidate to be part of the fundamental furniture of the world.

Such theories will always retain an element of speculation that is not present in other scientific theories because of the impossibility of conclusive intersubjective experimental tests. Still, we can certainly construct theories that are compatible with the data that we have and evaluate them in comparison to each other. Even in the absence of intersubjective observation, there are numerous criteria available for the evaluation of such theories: simplicity, internal coherence, coherence with theories in other domains, the ability to reproduce the properties of experience that are familiar from our own case, and even an overall fit with the dictates of common sense. Perhaps there will be significant indeterminacies remaining even when all of these constraints are applied, but we can at least develop plausible candidates. Only when candidate theories have been developed will we be able to evaluate them.

A nonreductive theory of consciousness will consist in a number of psychophysical principles, principles that connect the properties of physical processes to the properties of experience. We can think of these principles as encapsulating the way in which experience arises from the physical. Ultimately, these principles should tell us what sort of physical systems will have associated experiences, and for the systems that do, they should tell us what sort of physical properties are relevant to the emergence of experience and just what sort of experience we should expect any given physical system to yield. This is a tall order, but there is no reason we should not get started.

In what follows, I present my own candidates for the psychophysical principles that might go into a theory of consciousness. The first two of these are nonbasic principles—systematic connections between processing and experience at a relatively high level. These principles can play a significant role in developing and constraining a theory of consciousness, but they are not cast at a sufficiently fundamental level to qualify as truly basic laws. The final principle is my candidate for a basic principle, which might form the cornerstone of a fundamental theory of consciousness. This final principle is particularly speculative, but it is the kind of speculation that is required if we are ever to have a satisfying theory of consciousness. I can present these principles only briefly here; I argue for them at much greater length in The Conscious Mind.5

1. The Principle of Structural Coherence

This is a principle of coherence between the structure of consciousness and the structure of awareness. Recall that “awareness” was used earlier to refer to the various functional phenomena that are associated with consciousness. I am now using it to refer to a somewhat more specific process in the cognitive underpinnings of experience. In particular, the contents of awareness are to be understood as those information contents that are accessible to central systems and brought to bear in a widespread way in the control of behavior. Briefly put, we can think of awareness as direct availability for global control. To a first approximation, the contents of awareness are the contents that are directly accessible and potentially reportable, at least in a language-using system.6

Awareness is a purely functional notion, but it is nevertheless intimately linked to conscious experience. In familiar cases, wherever we find consciousness, we find awareness. Wherever there is conscious experience, there is some corresponding information in the cognitive system that is available in the control of behavior and available for verbal report. Conversely, it seems that whenever information is available for report and for global control, there is a corresponding conscious experience. Thus, there is a direct correspondence between consciousness and awareness.

The correspondence can be taken further. It is a central fact about experience that it has a complex structure. The visual field has a complex geometry, for instance. There are also relations of similarity and difference between experiences, as well as relations in things such as relative intensity. Every subject’s experience can be at least partly characterized and decomposed in terms of these structural properties: similarity and difference relations, perceived location, relative intensity, geometric structure, and so on. It is also a central fact that, to each of these structural features, there is a corresponding feature in the information-processing structure of awareness.

Take color experiences as an example. For every distinction between color experiences, there is a corresponding distinction in processing. The different phenomenal colors that we experience form a complex three-dimensional space, varying in hue, saturation, and intensity. The properties of this space can be recovered from information-processing considerations. Examination of the visual systems shows that waveforms of light are discriminated and analyzed along three different axes, and it is this three-dimensional information that is relevant to later processing. The three-dimensional structure of phenomenal color space therefore corresponds directly to the three-dimensional structure of visual awareness. This is precisely what we would expect. After all, every experienced color distinction corresponds to some reportable information and therefore to a distinction that is represented in the structure of processing.

In a more straightforward way, the geometric structure of the visual field is directly reflected in a structure that can be recovered from visual processing. Every geometric relation corresponds to something that can be reported and is therefore cognitively represented. If we were given only the story about information processing in an agent’s visual and cognitive system, we could not directly observe that agent’s visual experiences, but we could nevertheless infer those experiences’ structural properties.

In general, any information that is consciously experienced will also be cognitively represented. The fine-grained structure of the visual field will correspond to some fine-grained structure in visual processing. The same goes for experiences in other modalities and even for nonsensory experiences. Internal mental images have geometric properties that are represented in processing. Even emotions have structural properties, such as relative intensity, that correspond directly to a structural property of processing: where there is greater intensity, we find a greater effect on later processes. In general, precisely because the structural properties of experience are accessible and reportable, those properties will be directly represented in the structure of awareness.

It is this isomorphism between the structures of consciousness and awareness that constitutes the principle of structural coherence. This principle reflects the central fact that even though cognitive processes do not conceptually entail facts about conscious experience, consciousness and cognition do not float free of one another but cohere in an intimate way.

This principle has its limits. It allows us to recover structural properties of experience from information-processing properties, but not all properties of experience are structural properties. There are properties of experience, such as the intrinsic nature of a sensation of red, that cannot be fully captured in a structural description. The very intelligibility of inverted spectrum scenarios, where experiences of red and green are inverted but all structural properties remain the same, show that structural properties constrain experience without exhausting it. Nevertheless, the very fact that we feel compelled to leave structural properties unaltered when we imagine experiences inverted between functionally identical systems shows how central the principle of structural coherence is to our conception of our mental lives. It is not a logically necessary principle, as after all we can imagine all of the information processing occurring without any experience at all, but it is nevertheless a strong and familiar constraint on the psychophysical connection.

The principle of structural coherence allows for a very useful kind of indirect explanation of experience in terms of physical processes. For example, we can use facts about the neural processing of visual information to indirectly explain the structure of color space. The facts about neural processing can entail and explain the structure of awareness; if we take the coherence principle for granted, the structure of experience will also be explained. Empirical investigation might even lead us to better understand the structure of awareness within a bat, shedding indirect light on Nagel’s vexing question of what it is like to be a bat. This principle provides a natural interpretation of much existing work on the explanation of consciousness (e.g., Clark 1992 and Hardin 1992 on colors and Akins 1993 on bats), although it is often appealed to inexplicitly. It is so familiar that it is taken for granted by almost everybody and is a central plank in the cognitive explanation of consciousness.

The coherence between consciousness and awareness also allows a natural interpretation of work in neuroscience directed at isolating the neural correlate of consciousness. This interpretation is developed further in chapter 4.

2. The Principle of Organizational Invariance

This principle states that any two systems with the same fine-grained functional organization will have qualitatively identical experiences. If the causal patterns of neural organization were duplicated in silicon, for example, with a silicon chip for every neuron and the same patterns of interaction, then the same experiences would arise. According to this principle, what matters for the emergence of experience is not the specific physical makeup of a system but the abstract pattern of causal interaction between its components. This principle is controversial, of course. Some (e.g., Searle 1980) have thought that consciousness is tied to a specific biology, so that a silicon isomorph of a human need not be conscious. I believe that the principle can be given significant support by the analysis of thought experiments, however.

Very briefly: suppose (for the purposes of a reductio ad absurdum) that the principle is false and that there could be two functionally isomorphic systems with different experiences. Perhaps only one of the systems is conscious, or perhaps both are conscious, but they have different experiences. For the purposes of illustration, let us say that one system is made of neurons and the other of silicon and that one experiences red where the other experiences blue. The two systems have the same organization, so we can imagine gradually transforming one into the other, perhaps replacing neurons one at a time by silicon chips with the same local function. We thus gain a spectrum of intermediate cases, each with the same organization but with slightly different physical makeup and slightly different experiences. Along this spectrum, there must be two systems, A and B, between which we replace less than one-tenth of the system but whose experiences differ. These two systems are physically identical, except that a small neural circuit in A has been replaced by a silicon circuit in B.

The key step in the thought experiment is to take the relevant neural circuit in A and install alongside it a causally isomorphic silicon circuit, with a switch between the two. What happens when we flip the switch? By hypothesis, the system’s conscious experiences will change— from red to blue, say. This follows from the fact that the system after the change is essentially a version of B, whereas before the change it is just A.

Given the assumptions, however, there is no way for the system to notice the changes. Its causal organization stays constant, so that all of its functional states and behavioral dispositions stay fixed. As far as the system is concerned, nothing unusual has happened. There is no room for the thought, “Hmm! Something strange just happened!” In general, the structure of any such thought must be reflected in processing, but the structure of processing remains constant here. If there were to be such a thought, it must float entirely free of the system and would be utterly impotent to affect later processing. (If it affected later processing, the systems would be functionally distinct, contrary to the hypothesis). We might even flip the switch a number of times, so that experiences of red and blue dance back and forth before the system’s “inner eye.” According to the hypothesis, the system can never notice these “dancing qualia.”

This I take to be a reductio of the original assumption.7 It is a central fact about experience, very familiar from our own case, that whenever experiences change significantly and we are paying attention, we can notice the change; if this were not the case, we would be led to the skeptical possibility that our experiences are dancing before our eyes all the time. This hypothesis has the same status as the possibility that the world was created five minutes ago: perhaps it is logically coherent, but it is not plausible. Given the extremely plausible assumption that changes in experience correspond to changes in processing, we are led to the conclusion that the original hypothesis is impossible and that any two functionally isomorphic systems must have the same sort of experiences. To put it in technical terms, the philosophical hypotheses of “absent qualia” and “inverted qualia,” while logically possible, are empirically and nomologically impossible.

(Some may worry that a silicon isomorph of a neural system might be impossible for technical reasons. That question is open. The invariance principle says only that if an isomorph is possible, then it will have the same sort of conscious experience.)

There is more to be said here, but this gives the basic flavor. Once again, this thought experiment draws on familiar facts about the coherence between consciousness and cognitive processing to yield a strong conclusion about the relation between physical structure and experience. If the argument goes through, we know that the only physical properties directly relevant to the emergence of experience are organizational properties. This acts as a further strong constraint on a theory of consciousness.

3. The Double-Aspect Theory of Information

The two preceding principles are nonbasic principles. They involve high-level notions such as “awareness” and “organization” and therefore lie at the wrong level to constitute the fundamental laws in a theory of consciousness. Nevertheless, they act as strong constraints. What is further needed are basic principles that fit these constraints and that might ultimately explain them.

The basic principle that I suggest centrally involves the notion of information. I understand information in more or less the sense of Shannon (1948). Where there is information, there are information states embedded in an information space. An information space has a basic structure of difference relations between its elements, characterizing the ways in which different elements in a space are similar or different, possibly in complex ways. An information space is an abstract object, but following Shannon we can see information as physically embodied when there is a space of distinct physical states, the differences between which can be transmitted down some causal pathway. The transmittable states can be seen as themselves constituting an information space. To borrow a phrase from Bateson (1972), physical information is a difference that makes a difference.

The double-aspect principle stems from the observation that there is a direct isomorphism between certain physically embodied information spaces and certain phenomenal (or experiential) information spaces. From the same sort of observations that went into the principle of structural coherence, we can note that the differences between phenomenal states have a structure that corresponds directly to the differences embedded in physical processes; in particular, to those differences that make a difference down certain causal pathways implicated in global availability and control. That is, we can find the lame abstract information space embedded in physical processing and in conscious experience.

This leads to a natural hypothesis: that information (or at least some information) has two basic aspects, a physical aspect and a phenomenal aspect. This has the status of a basic principle that might underlie and explain the emergence of experience from the physical. Experience arises by virtue of its status as one aspect of information, when the other aspect is found embodied in physical processing.

This principle is lent support by a number of considerations, which I can outline only briefly here. First, consideration of the sort of physical changes that correspond to changes in conscious experience suggests that such changes are always relevant by virtue of their role in constituting informational changes —differences within an abstract space of states that are divided up precisely according to their causal differences along certain pathways. Second, if the principle of organizational invariance is to hold, then we need to find some fundamental organizational property for experience to be linked to, and information is an organizational property par excellence. Third, this principle offers some hope of explaining the principle of structural coherence in terms of the structure present within information spaces. Fourth, analysis of the cognitive explanation of our judgments and claims about conscious experience— judgments that are functionally explainable but nevertheless deeply tied to experience itself—suggests that explanation centrally involves the information states embedded in cognitive processing. It follows that a theory based on information allows a deep coherence between the explanation of experience and the explanation of our judgments and claims about it.

Wheeler (1990) has suggested that information is fundamental to the physics of the universe. According to this “it from bit” doctrine, the laws of physics can be cast in terms of information, postulating different states that give rise to different effects without actually saying what those states are. It is only their position in an information space that counts. If so, then information is a natural candidate to also play a role in a fundamental theory of consciousness. We are led to a conception of the world in which information is truly fundamental and in which it has two basic aspects, one that corresponds to the physical and one that corresponds to the phenomenal features of the world.

Of course, the double-aspect principle is extremely speculative and also underdetermined, leaving a number of key questions unanswered. An obvious question is whether all information has a phenomenal aspect. One possibility is that we need a further constraint on the fundamental theory, indicating just what sort of information has a phenomenal aspect. The other possibility is that there is no such constraint. If not, then experience is much more widespread than we might have believed, as information is everywhere. This is counterintuitive at first, but on reflection the position gains a certain plausibility and elegance. Where there is simple information processing, there is simple experience, and where there is complex information processing, there is complex experience. A mouse has a simpler information-processing structure than a human and has correspondingly simpler experience; might a thermostat, a maximally simple information-processing structure, have maximally simple experience? Indeed, if experience is truly a fundamental property, it would be surprising for it to arise only every now and then; most fundamental properties are more evenly spread. In any case, this is very much an open question, but I think that the position is not as implausible as it is often thought to be.

Once a fundamental link between information and experience is on the table, the door is opened to some grander metaphysical speculation concerning the nature of the world. For example, it is often noted that physics characterizes its basic entities only extrinsically, in terms of their relations to other entities, which are themselves characterized extrinsically, and so on. The intrinsic nature of physical entities is left aside. Some argue that no such intrinsic properties exist, but then one is left with a world that is pure causal flux (a pure flow of information) with no properties for the causation to relate. If one allows that intrinsic properties exist, a natural speculation, given the preceding, is that the intrinsic properties of the physical—the properties that causation ultimately relates— are themselves phenomenal properties.8 We might say that phenomenal properties are the internal aspect of information. This could answer a concern about the causal relevance of experience—a natural worry, given a picture in which the physical domain is causally closed and in which experience is supplementary to the physical. The informational view allows us to understand how experience might have a subtle kind of causal relevance in virtue of its status as the intrinsic nature of the physical. This metaphysical speculation is probably best ignored for the purposes of developing a scientific theory, but in addressing some philosophical issues it is quite suggestive.

8. Conclusion

The theory I have presented is speculative, but it is a candidate theory. I suspect that the principles of structural coherence and organizational invariance will be planks in any satisfactory theory of consciousness; the status of the double-aspect theory of information is less certain. Indeed, right now it is more of an idea than a theory. To have any hope of eventual explanatory success, it will have to be specified more fully and fleshed out into a more powerful form. Still, reflection on just what is plausible and implausible about it and on where it works and where it fails can only lead to a better theory.

Most existing theories of consciousness either deny the phenomenon, explain something else, or elevate the problem to an eternal mystery. I hope to have shown that it is possible to make progress on the problem even while taking it seriously. To make further progress we will need further investigation, more refined theories, and more careful analysis. The hard problem is a hard problem, but there is no reason to believe that it will remain permanently unsolved.9

Afterword: From “Moving Forward on the Problem of Consciousness”

There are two quite different ways in which a materialist might respond to the challenge in this chapter. One sort of response denies that on reflection there is a “hard problem” distinct from the “easy” problems or at least holds that solving the easy problems (perhaps along with some philosophical reflection) suffices to solve the hard problem. Another accepts that there is a distinctive phenomenon that generates a distinctive hard problem that goes beyond the easy problems but argues that it can be accommodated within a materialist framework all the same. To a first approximation, the first sort of view corresponds to what I call type-A materialism in chapter 5, while the second sort corresponds to type-B and type-C materialism. The second sort of response is much more popular than the first, and I discuss it at some length in other chapters here (especially chapters 6 and 10). So in this afterword I take the opportunity to address the first sort of response, as put forward in articles responding to this chapter by Paul Churchland (1996) and Daniel Dennett (1996).

The type-A materialist, more precisely, denies that there is any phenomenon that needs explaining, over and above accounting for the various functions: once we have explained how the functions are performed, we have thereby explained everything. Sometimes type-A materialism is expressed by denying that consciousness exists; more often, it is expressed by claiming that consciousness may exist but only if the term “consciousness” is defined as something like “reportability” or some other functional capacity. Either way, it is asserted that there is no interesting fact about the mind in the vicinity that is conceptually distinct from the functional facts and that needs to be accommodated in our theories. Once we have explained how the functions are performed, that is that.

This is an extremely counterintuitive position. At first glance, it seems to simply deny a manifest fact about us. But it deserves to be taken seriously: After all, counterintuitive theories are not unknown in science and philosophy. On the other hand, to establish a counterintuitive position, strong arguments are needed. And to establish a position as counterintuitive as this, one might think that extraordinarily strong arguments are needed. So what arguments do its proponents provide?

A common strategy for a type-A materialist is to deflate the hard problem by using analogies to other domains, where talk of such a problem would be misguided. Thus, Dennett imagines a vitalist arguing about the hard problem of “life” or a neuroscientist arguing about the hard problem of “perception.” Similarly, Paul Churchland imagines a nineteenth-century philosopher worrying about the hard problem of “light.” In these cases, we are to suppose, someone might once have thought that more needed explaining than structure and function, but in each case, science has proved them wrong. So perhaps the argument about consciousness is no better.

This sort of argument cannot bear much weight, however. Pointing out that analogous arguments do not work in other domains is no news. The whole point of antireductionist arguments about consciousness is that there is a disanalogy between the problem of consciousness and problems in other domains. As for the claim that analogous arguments in such domains might once have been plausible, this strikes me as something of a convenient myth. In the other domains, it is more or less obvious that structure and function are what need explaining, at least once any experiential aspects are left aside, and one would be hard pressed to find a substantial body of people who ever argued otherwise.

When it comes to the problem of life, for example, it is just obvious that what needs explaining is structure and function. How does a living system self-organize? How does it adapt to its environment? How does it reproduce? Even the vitalists recognized this central point. Their driving question was always, “How could a mere physical system perform these complex functions?”, not “Why are these functions accompanied by life?”. It is no accident that Dennett’s version of a vitalist is “imaginary.” There is no distinct hard problem of life, and there never was one, even for vitalists.

In general, when faced with the challenge “explain X,” we need to ask: what are the phenomena in the vicinity of X that need explaining, and how might we explain them? In the case of life, what cries out for explanation are phenomena such as reproduction, adaptation, metabolism, and self-sustenance: all complex functions. There is not even a plausible candidate for a further sort of property of life that needs explaining (leaving aside consciousness itself), and indeed there never was. In the case of consciousness, on the other hand, the manifest phenomena that need explaining are things such as discrimination, reportability, integration (the functions), and experience, so this analogy does not even get off the ground.

If someone were to claim that something has been left out by reductive explanations of light (Paul Churchland’s example) or of heat (an example used by Patricia Churchland 1997), what something might they be referring to? The only phenomenon for which the suggestion would be even remotely plausible is our subjective experience of light and hotness. The molecular theory of heat does not explain the sensation of heat, and the electromagnetic theory of light does not explain what it is like to see, and understandably so. The physicists explaining heat and light have quite reasonably deferred the explanation of their experiential manifestations until the time when we have a reasonable theory of consciousness. One need not explain everything at once. With consciousness itself, however, subjective experience is precisely what is at issue, so we cannot defer the question in the same way. So once again, the analogy is no help to a reductionist.

Paul Churchland suggests that parallel of forebodingllel antireductionist arguments could have been constructed for the phenomenon of “luminescence” and might have been found plausible at the time. I have my doubts about that plausibility, but in any case it is striking that his arguments about luminescence all depend on intuitions about the conscious experience of light. His hypothetical advocate of a “hard problem” about light appeals to light’s “visibility” and the “visual point of view”; his advocate of a “knowledge argument” about light appeals to blind Mary, who has never had the experience of seeing; and the advocate of a “zombie” argument appeals to the conceivability of a universe physically just like ours but in which everything is dark. That the first two arguments trade on intuitions about experience is obvious, and even for the third, it is clear on a moment’s reflection that the only way such a universe might make sense is as a universe in which the same electromagnetic transmission goes on but in which no one has the experience of seeing.

Churchland might insist that by “luminescence” he means something quite independent of experience, which physical accounts still do not explain, but then the obvious reply is that there is no good reason to believe in luminescence in the first place. Light’s structural, functional, and experiential manifestations exhaust the phenomena that cry out for explanation and the phenomena in which we have any reason to believe. By contrast, conscious experience presents itself as a phenomenon to be explained and cannot be eliminated in the same way.

So, analogies do not help. To have any chance of making the case, a type-A materialist needs to argue that for consciousness, as for life, the functions are all that need explaining. Perhaps some strong, subtle, and substantive argument can be given, establishing that once we have explained the functions, we have automatically explained everything. If a sound argument could be given for this surprising conclusion, it would provide as valid a resolution of the hard problem as any.

Is there any compelling, non-question-begging argument for this conclusion? The key word, of course, is “non-question-begging.” Often a proponent will simply assert that functions are all that need explaining or will argue in a way that subtly assumes this position at some point, but that is clearly unsatisfactory. Prima facie, there is very good reason to believe that the phenomena that a theory of consciousness must account for include not just discrimination, integration, report, and other such functions but also experience, and prima facie there is good reason to believe that the question of explaining experience is distinct from the questions about explaining the various functions. Such prima facie intuitions can be overturned, but to do so requires very solid and substantial argument. Otherwise, the problem is being “resolved” simply by placing one’s head in the sand.

Such arguments are not easy to find. Dennett is the one of the few philosophers who has attempted to give them, and his arguments are typically not extensive. In his response to this chapter, he spends about a paragraph making the case. I take it that this paragraph bears the weight of his piece, once the trimmings are stripped away. So it is this paragraph that we should examine.

Dennett’s argument here, interestingly enough, is an appeal to phenomenology. He examines his own phenomenology and tells us that he finds nothing other than functions that need explaining. The manifest phenomena that need explaining are his reactions and his abilities; nothing else even presents itself as needing to be explained.

This is daringly close to a simple denial—one is tempted to agree that it might be a good account of Dennett’s phenomenology—and it raises immediate questions. For a start, it is far from obvious that even all of the items on Dennett’s list—“feelings of foreboding,” “fantasies,” “delight and dismay”—are purely functional matters. To assert without argument that all that needs to be explained about such things are the associated functions seems to beg the crucial question at issue. And if we leave these controversial cases aside, Dennett’s list seems to be a systematically incomplete list of what needs to be explained in explaining consciousness. One’s “ability to be moved to tears” and “blithe disregard of perceptual details” are striking phenomena, but they are far from the most obvious phenomena that I (at least) find when I introspect. Much more obvious are the experience of emotion and the phenomenal visual field themselves, and nothing Dennett says gives us reason to believe that these do not need to be explained or that explaining the associated functions will explain them.

What might be going on here? Perhaps the key lies in what has elsewhere been described as the foundation of Dennett’s philosophy: “third-person absolutism.” If one takes the third-person perspective on oneself—viewing oneself from the outside, so to speak—these reactions and abilities are no doubt the main focus of what one sees. But the hard problem is about explaining the view from the first-person perspective. So to shift perspectives like this—even to shift to a third-person perspective on one’s first-person perspective, which is one of Dennett’s favorite moves—is again to assume that what needs explaining are functional matters such as reactions and reports and so is again to argue in a circle.

Dennett suggests “subtract the functions and nothing is left.” Again, I can see no reason to accept this, but in any case the argument seems to have the wrong form. An analogy suggested by Gregg Rosenberg (in conversation) is useful here. Color has properties of hue, saturation, and brightness. It is plausible that if one “subtracts” hue from a color, nothing phenomenologically significant is left, but this certainly does not imply that color is nothing but hue. So even if Dennett could argue that function were somehow required for experience (in the same way that hue is required for color), this would fall a long way short of showing that function is all that has to be explained.

A slight flavor of noncircular argument is hinted at by Dennett’s suggestion: “I wouldn’t know what I was thinking about if I couldn’t identify them by their functional differentia.” This tantalizing sentence suggests various interpretations, but all of the reconstructions that I can find fall short of making the case. If the idea is that functional role is essential to the (subpersonal) process of identification, this falls short of establishing that functioning is essential to the experiences themselves, let alone that functioning is all there is to the experiences. If the idea is rather that function is all we have access to at the personal level, this seems false and seems to beg the question against the intuitive view that we have knowledge of intrinsic features of experience. But if Dennett can elaborate this into a substantial argument, that would be a very useful service.

In his paper Dennett challenges me to provide “independent” evidence (presumably behavioral or functional evidence) for the “postulation” of experience. But this is to miss the point. Conscious experience is not “postulated” to explain other phenomena in turn; rather, it is a phenomenon to be explained in its own right. And if it turns out that it cannot be explained in terms of more basic entities, then it must be taken as irreducible, just as happens with categories such as space and time. Again, Dennett’s “challenge” presupposes that the only explananda that count are functions.

(Tangentially, I would be interested to see Dennett’s version of the “independent” evidence that leads physicists to “introduce” the fundamental categories of space and time. It seems to me that the relevant evidence is spatiotemporal through and through, just as the evidence for experience is experiential through and through.)

Dennett might respond that I, equally, do not give arguments for the position that something more than functions needs to be explained. There would be some justice here: while I do argue at length for my conclusions, all of these arguments take the existence of consciousness for granted, where the relevant concept of consciousness is explicitly distinguished from functional concepts such as discrimination, integration, reaction, and report. Dennett presumably disputes this starting point: he thinks that the only sense in which people are conscious is a sense in which consciousness is defined as reportability, as a reactive disposition, or as some other functional concept.

But let us be clear on the dialectic. It is prima facie obvious to most people that there is a further phenomenon here. In informal surveys, the large majority of respondents (even at Tufts!) indicate that they think something more than functions needs explaining. Dennett himself—faced with the results of such a survey, perhaps intending to deflate it—has accepted that there is at least a prima facie case that something more than functions needs to be explained, and he has often stated how “radical” and “counterintuitive” his position is. So it is clear that the default assumption is that there is a further problem of explanation; to establish otherwise requires significant and substantial argument.

I would welcome such arguments in the ongoing attempt to clarify the lay of the land. The challenge for those such as Dennett is to make the nature of these arguments truly clear. I do not think it a worthless project—the hard problem is so hard that we should welcome all attempts at a resolution—but it is clear that anyone trying to make such an argument is facing an uphill battle.
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CAN WE CONSTRUCT A SCIENCE OF CONSCIOUSNESS?

In recent years there has been an explosion of scientific work on consciousness in cognitive neuroscience, psychology, and other fields. It has become possible to think that we are moving toward a genuine scientific understanding of conscious experience. But what is the science of consciousness all about, and what form should such a science take? This chapter gives an overview of the agenda.

1. First-Person Data and Third-Person Data

The task of a science of consciousness, as I see it, is to systematically integrate two key classes of data into a scientific framework: third-person data, or data about behavior and brain processes, and first-person data, or data about subjective experience. When a conscious system is observed from the third-person point of view, a range of specific behavioral and neural phenomena present themselves. When a conscious system is observed from the first-person point of view, a range of specific subjective phenomena present themselves. Both sorts of phenomena have the status of data for a science of consciousness.1

Third-person data concern the behavior and the brain processes of conscious systems. These behavioral and neurophysiological data provide the traditional material of interest for cognitive psychology and cognitive neuroscience. Where the science of consciousness is concerned, some particularly relevant third-person data are those concerning perceptual discrimination and those involving verbal reports. Direct measurements of brain processes also play a crucial role in cognitive neuroscience, of course.

First-person data concern the subjective experiences of conscious systems. It is a datum for each of us that such experiences exist: we can gather information about them both by attending to our own experiences and by monitoring subjective verbal reports about the experiences of others. These phenomenological data provide the distinctive subject for the science of consciousness. Some central sorts of first-person data include those having to do with the following:

• visual experiences (e.g., the experience of color and depth)

• other perceptual experiences (e.g., auditory and tactile experience)

• bodily experiences (e.g., pain and hunger)

• mental imagery (e.g., recalled visual images)

• emotional experience (e.g., happiness and anger)

• occurrent thought (e.g., the experience of reflecting and deciding)

Both third-person data and first-person data need explanation. An example is provided by the case of musical processing. If we observe someone listening to music, relevant third-person data include those concerning the nature of the auditory stimulus, its effects on the ear and the auditory cortex of the subject, various behavioral responses by the subject, and any verbal reports the subject might produce. All of these third-person data need explanation, but they are not all that needs explanation. As anyone who has listened to music knows, there is also a distinctive quality of subjective experience associated with listening to music. A science of music that explained the various third-person data just listed but that did not explain the first-person data of musical experience would be a seriously incomplete science of music. A complete science of musical experience must explain both sorts of phenomena, preferably within an integrated framework.

2. Explaining the Data

The problems of explaining third-person data associated with consciousness are among the “easy” problems of consciousness from the last chapter. The problem of explaining first-person data is the hard problem. In chapter 1 we saw that, to explain third-person data, we need to explain the objective functioning of a system and can do so in principle by specifying a mechanism. When it comes to first-person data, however, this model breaks down. The reason is that first-person data—the data of subjective experience—are not data about objective functioning. Merely explaining the objective functions does not explain subjective experience.

The lesson is that as data, first-person data are irreducible to third-person data and vice versa. That is, third-person data alone provide an incomplete catalogue of the data that need explaining: if we explain only third-person data, we have not explained everything. Likewise, first-person data alone are incomplete. A satisfactory science of consciousness must admit both sorts of data and must build an explanatory connection between them.

What form might this connection take? A common position holds that, although there are two sorts of data, we can explain first-person data wholly in terms of material provided by third-person data. For example, many think that we might wholly explain the phenomena of subjective experience in terms of processes in the brain. This position is very attractive, but in chapter 1 I give reasons to be skeptical about it. Here I present a simple argument that encapsulates some reasons for doubt:

1. Third-person data are data about the objective structure and dynamics of physical systems.

2. (Low-level) structure and dynamics explain only facts about (high-level) structure and dynamics.

3. Explaining structure and dynamics does not suffice to explain the first-person data.

_______________

4. First-person data cannot be wholly explained in terms of third-person data.

Premise 1 captures something about the character of third-person data: these data always concern certain physical structures and their dynamics. Premise 2 says that explanations in terms of processes of this sort only explain further processes of that sort. There can be big differences between the processes, as when simple low-level structure and dynamics give rise to highly complex high-level structure and dynamics (in complex systems theory, for example), but there is no escaping the structural/dynamical circle. Premise 3 encapsulates the points, discussed earlier, that explaining structure and dynamics is only to explain objective functions and that to explain objective functions does not suffice to explain first-person data about subjective experience. From these three premises, the conclusion, 4, follows.2

Of course, it does not follow that first-person data and third-person data have nothing to do with one another; there is obviously a systematic association between them. We have good reason to believe that subjective experiences are systematically correlated with brain processes and behavior. It remains plausible that whenever subjects have an appropriate sort of brain process, they will have an associated sort of subjective experience. We simply need to distinguish correlation from explanation. Even if first-person data cannot be wholly explained in terms of third-person data, the two sorts of data are still strongly correlated.

It follows that a science of consciousness remains entirely possible. It is just that we should expect this science to take a nonreductive form. A science of consciousness will not reduce first-person data to third-person data, but it will articulate the systematic connections between them. Where there is systematic covariation between two classes of data, we can expect systematic principles to underlie and explain the covariation. In the case of consciousness, we can expect systematic bridging principles to underlie and explain the covariation between third-person data and first-person data. A theory of consciousness will ultimately be a theory of these principles.

Of course, these foundational issues are controversial, and there are various alternative views. One class of views (e.g., Dennett 1991) holds that the only phenomena that need explaining are those that concern objective functioning. The most extreme version of this view says that there are no first-person data about consciousness at all. A less extreme version of this view says that all first-person data are equivalent to third-person data (e.g., about verbal reports), so that explaining these third-person data explains everything. Another class of views (e.g., P. S. Churchland 1997) accepts that that first-person data need further explanation but holds that they might be reductively explained by future neuroscience. One version of this view holds that future neuroscience could go beyond structure and dynamics in ways we cannot currently imagine. Another version holds that if we can find sufficient correlations between brain states and consciousness, that will qualify as a reductive explanation. I argue against views of this sort in chapter 5.

In this chapter I focus on constructive projects for a science of consciousness. I will sometimes presuppose the reasoning sketched earlier, but much of what I say has application even to alternative views.

3. Projects for a Science of Consciousness

If what I have said so far is correct, then a science of consciousness should take first-person data seriously and should proceed by studying the association between first-person data and third-person data without attempting a reduction. In fact, this is exactly what one finds in practice. The central work in the science of consciousness has always taken first-person data seriously. For example, much central work in psychophysics and perceptual psychology has been concerned with the first-person data of subjective perceptual experience. In research on unconscious perception, the first-person distinction between the presence and absence of subjective experience is crucial. In recent years, a growing body of research has focused on the correlations between first-person data about subjective experience and third-person data about brain processes and behavior.

In what follows I articulate what I see as some of the core projects for a science of consciousness, with illustrations drawn from existing research.

Project 1: Explain the Third-Person Data

One important project for a science of consciousness is that of explaining the third-person data in the vicinity: explaining the difference between functioning in sleep and wakefulness, for example, and explaining the voluntary control of behavior. This sort of project need not engage the difficult issues relating to first-person data, but it may still provide an important component of a final theory.

One example of this sort of project is that of explaining binding in terms of neural synchrony, as discussed in the last chapter. It is not yet clear whether this hypothesis is correct, but if it is correct, it will provide an important component in explaining the integration of perceptual information, which in turn is closely tied to questions about consciousness. Of course, explaining binding will not on its own explain the first-person data of consciousness, but it may help us to understand the associated processes in the brain.

Research on the “global workspace” hypothesis also falls into this class. Baars (1988) has postulated such as a workspace as a mechanism by which shared information can be made available to many different cognitive processes. More recently, other researchers (e.g., Dehaene and Changeux 2004) have investigated the potential neural basis for this mechanism and postulated a neuronal global workspace. If this hypothesis is correct, it will help to explain third-person data concerning access to information within the cognitive system, as well as data about the information made available to verbal report. Again, explaining these processes will not in itself explain the first-person data of consciousness, but it may well contribute to the project (project 4 later in this chapter) of finding neural correlates of consciousness.

Project 2: Contrast Conscious and Unconscious Processes

Many cognitive capacities can be exercised both consciously and unconsciously, that is, in the presence or absence of associated subjective experience. For example, the most familiar sort of perceptual processing is conscious, but there is also strong evidence of unconscious perceptual processing (Merikle and Daneman 2000). One finds a similar contrast in the case of memory, where the now common distinction between explicit and implicit memory (Schacter and Curran 2000) can equally be seen as a distinction between conscious and unconscious memory. Explicit memory is essentially memory associated with a subjective experience of the remembered information; implicit memory is essentially memory in the absence of such a subjective experience. The same goes for the distinction between explicit and implicit learning (Reber 1996), which is in effect a distinction between learning in the presence or absence of relevant subjective experience.

Conscious and unconscious processes provide pairs of processes that are similar in some respects from the third-person point of view (e.g., both involve registration of perceptual stimuli) but differ from the first-person point of view (one involves subjective experience of the stimulus; one does not). Of course, there are also differences from the third-person point of view. For a start, a researcher’s evidence for conscious processes usually involves a verbal report of a relevant experience, and evidence for unconscious processes usually involves a verbal report of the absence of a relevant experience. There are also less obvious differences between the behavioral capacities that go along with conscious and unconscious processes, as well as between the associated neural processes. These differences make for the beginning of a link between the first-person and third-person domains.

For example, evidence suggests that, while unconscious perception of visually presented linguistic stimuli is possible, semantic processing of these stimuli seems limited to the level of the single word rather than complex expressions (see Greenwald 1992). By contrast, conscious perception allows for semantic processing of very complex expressions. Here, experimental results suggest a strong association between the presence or absence of subjective experience and the presence or absence of an associated functional capacity—a systematic link between first-person and third-person data. Many other links of the same sort can be found in the literature on unconscious perception, implicit memory, and implicit learning.

Likewise, there is evidence for distinct neural bases for conscious and unconscious processes in perception. Appealing to an extensive body of research on visuomotor processing, Milner and Goodale (1995; see also Goodale 2004) have hypothesized that the ventral stream of visual processing subserves conscious perception of visual stimuli for the purpose of the cognitive identification of stimuli, while the dorsal stream subserves unconscious processes involved in fine-grained motor capacities. If this hypothesis is correct, one can again draw a systematic link between a distinction in first-person data (presence or absence of conscious perception) and a distinction in third-person data (visual processing in the ventral or dorsal stream). A number of related proposals have been made in research on memory and learning.

Project 3: Investigate the Contents of Consciousness

Consciousness is not simply an on-off switch. Conscious experiences have a complex structure with complex contents. A conscious subject usually has a manifold of perceptual experiences, bodily sensations, emotional experiences, and conscious thoughts, among other things. Each of these elements may itself be complex. For example, a typical visual experience has an internal structure representing objects with many different colors and shapes in varying degrees of detail. We can think of all of this complexity as composing the contents of consciousness.

The contents of consciousness have been studied throughout the history of psychology. Weber’s and Fechner’s pioneering work in psychophysics concentrated on specific aspects of these contents, such as the subjective brightness associated with a visual experience, and correlated it with properties of the associated stimulus. This provided a basic link between first-person data about sensory experience and third-person data about external stimuli. Later work in psychophysics and gestalt psychology took an approach of the same general sort, investigating specific features of perceptual experience and analyzing how these covary with the properties of a stimulus.

This tradition continues in a significant body of contemporary research. For example, research on visual illusions often uses subjects’ first-person reports (and even scientists’ first-person experiences) to characterize the structure of perceptual experiences. Research on attention (Mack and Rock 1998; Treisman 2003) aims to characterize the structure of perceptual experience inside and outside the focus of attention. Other researchers investigate the contents of consciousness in the domains of mental imagery (Baars 1996), emotional experience (Kaszniak 1998), and stream of conscious thought (Pope 1978; Hurlburt 1990).

An important line of research investigates the contents of consciousness in abnormal subjects. For example, subjects with synesthesia have unusually rich sensory experiences. In a common version, letters and numbers trigger reports of extra color experiences, in addition to the standard perceived color of the stimulus. Recent research strongly suggests that these reports reflect the subjects’ perceptual experiences and not just cognitive associations. For example, Ramachandran and Hubbard (2001) find that certain visual patterns produce a perceptual “pop-out” effect in synesthetic subjects that is not present in normal subjects. When first-person data about the experiences of abnormal subjects are combined with third-person data about brain abnormalities in those subjects, this yields a new source of information about the association between brain and conscious experience.

Project 4: Find the Neural Correlates of Consciousness

This leads us to what is perhaps the core project of current scientific research on consciousness: the search for neural correlates of consciousness (Metzinger 2000; Crick and Koch 2004). A neural correlate of consciousness (NCC) can be characterized as a minimal neural system that is directly associated with states of consciousness (see chapter 3 for much more on this). Presumably the brain as a whole is a neural system associated with states of consciousness, but not every part of the brain is associated equally with consciousness. The NCC project aims to isolate relatively limited parts of the brain (or relatively specific features of neural processing) that correlate directly with subjective experience.

It may be that there will be many different NCCs for different aspects of conscious experience. For example, it might be that one neural system is associated with being conscious as opposed to being unconscious (perhaps in the thalamus or brainstem; see e.g., Schiff 2004), while another neural system is associated with the specific contents of visual consciousness (perhaps in some part of the visual cortex), and other systems are associated with the contents of consciousness in different modalities. Any such proposal can be seen as articulating a link between third-person data on brain processes and first-person data on subjective experience.

In recent years, by far the greatest progress has been made in the study of NCCs for visual consciousness. Milner and Goodale’s (1995) work on the ventral stream provides an example of this sort of research. Another example is the research of Nikos Logothetis and colleagues on binocular rivalry in monkeys (e.
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