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1
Morphology: basic notions

1.1 Relations between words

When you use an English dictionary to look up the diVerent meanings of

the verb walk, you will not be surprised that there are no separate entries

for walk, walks, and walked. You will also not feel disappointed if your

dictionary does not contain a separate entry for walking. If you come across

the sentence My staV walked out yesterday, and you want to Wnd out what

walked outmeans (‘‘go on strike’’) you will not look for an entrywalked out,

but rather for an entry walk out. In many dictionaries, walks, walked, and

walking are not even mentioned in the entry for walk. It is simply assumed

that the language user does not need this information. The reason for the

absence of this information is that these diVerent English words are felt to

be instantiations of the same word, for which walk is the citation form.

So we have to make a distinction between the notion ‘word’ in an abstract

sense (lexeme) and the notion ‘word’ in the sense of ‘concrete word as used

in a sentence’. The concrete words walk, walks, walked, and walking can be

qualiWed as word forms of the lexeme walk. Small capitals are used

to denote lexemes when necessary to avoid confusion between these two

notions ‘word’. English dictionaries assume that the language user will

be able to construct these diVerent forms of the lexeme walk by applying
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the relevant rules. These rules for computing the diVerent forms of lexemes

are called rules of inXection.

This example shows that dictionaries presuppose knowledge of relations

between words. It is the task of linguists to characterize the kind of

knowledge on which the awareness of the relation between the word

forms walk, walks, walked, and walking is based. Knowledge of a language

includes knowledge of the systematicity in the relationship between the

form and meaning of words. The words walk, walks, walked, and walking

show a relationship in form and meaning of a systematic nature, since

similar patterns occur for thousands of other verbs of English. The sub-

discipline of linguistics that deals with such patterns is called morphology.

The existence of such patterns also implies that words may have an internal

constituent structure. For instance, walking can be divided into the con-

stituents walk and -ing. Therefore, morphology deals with the internal

constituent structure of words as well.

Dictionary makers assume that these forms of the lexeme walk are

formed according to rules, and therefore need not be speciWed individually

in the dictionary. The same assumption plays a role in the case of nouns

and adjectives. For English nouns, the plural form does not need to be

speciWed in the dictionary if it is regular, and neither does the adverbial -ly

form in the case of adjectives. For example, my English–Dutch dictionary

(Martin and Tops 1984) does not mention the adverbs correctly and

economically in addition to correct and economical. On the other hand, it

does specify the adverb hardly. Why is that so? Is it due to inconsistency or

sloppiness on behalf of the dictionary makers, or is there a principled

reason behind this choice? There is indeed a reason: the meaning of hardly

cannot be predicted from that of hard and -ly.

This kind of knowledge is also relevant when searching for information

on the internet and in other digital data resources such as corpora of

actual language use and electronic dictionaries. Suppose you want to

collect information on tax. You might Wnd it helpful if the search engine

is programmed in such a way that it will not only recognize documents with

the word tax, but also documents with the words taxation, taxable, and

taxability as relevant. In fact, for many search engines this is not the

case. The words taxation and taxable are both derived from the verb to

tax which is related to the noun tax. The word taxability in its turn is

derived from taxable. Hence, we may qualify this set of related words as

a word family. On the other hand, when searching for information on tax
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issues, you would not like your search engine to retrieve documents with

the words taxi, taxis, taxon, or taxonomy that also begin with the letter

sequence tax. This example shows that analysis of the systematicity in the

relations between words is essential for the computational handling of

language data. What we need for this purpose is a morphological parser,

a computer program that decomposes words into relevant constituents:

tax-ation, tax-able, and tax-abil-ity.

There is an intuitive diVerence between the members of the word family

of tax mentioned above and the set of word forms walk, walks, walked,

walking. The diVerent words related to the verb to tax are not felt as forms

of the same word, but as diVerent though related words that each have their

own entry in the dictionary, that is, are diVerent lexemes. We speak here of

lexeme formation (or word-formation): taxability has been formed on the

basis of taxable through the addition of -ity, and taxable in its turn has

been formed on the basis of the verb tax, just like taxation. The verb tax

itself has been formed by turning the noun tax into a verb.

So far we have taken for granted that we can distinguish words from

other linguistic units such as phrases, and we are no doubt inXuenced by the

orthographical convention of using spaces to indicate word boundaries.

Determining if a particular linguistic unit is a word is not always that easy,

however, and certainly not for languages without a written tradition. Even

for English we might not be certain. Why is income tax to be considered as

a word rather than a phrase? After all, its constituents are separated by a

space in its spelt form. The issue of word demarcation is taken up a number

of times in this book.

Word-formation is traditionally divided into two kinds: derivation and

compounding. Whereas in compounding the constituents of a word are

themselves lexemes, this is not the case in derivation. For instance, -ity is

not a lexeme, and hence taxability is a case of derivation. The word

income tax, on the other hand, is a compound since both income and

tax are lexemes. Changing the word class of a word, as happened in the

creation of the verb to tax from the noun tax, is called conversion, and may

be subsumed under derivation.

Another dimension of this kind of knowledge about words assumed by

dictionary makers of English manifests itself in the fact that words that

are quite common in English might not be covered by a dictionary.

For instance, my English–Dutch dictionary does notmention bottle factory,

although it does mention bottle baby, bottle bank, bottleneck, and a number

morphology: basic notions 5



of other words beginning with bottle. Yet, I have no problem in under-

standing the title of the novel The Bottle Factory Outing written by Beryl

Bainbridge. What the dictionary presupposes is that the user of English

knows the words bottle and factory, and that the compound bottle factory

refers to a particular kind of factory, not to a particular kind of bottle: it is

the rightmost of the two word constituents that determines what kind

of thing the compound denotes. This is a systematic fact of English.

Therefore, one can understand the meaning of bottle factory without

having ever come across that word before. That also applies to the even

more complex word bottle factory outing. This example illustrates the

creative aspect of morphological knowledge: it enables us to understand

or coin new words. Morphological knowledge may thus lead to rule-

governed creativity in the use of language. If we want to be understood,

our new linguistic expressions must comply with the rules of the language.

It is these rules that enable every language user to produce and understand

linguistic expressions that she has never come across before.

The examples of morphological knowledge discussed so far come from

English. The reason for this choice in an introductory chapter is a practical

one: English is the language that all readers of this book are assumed to

understand. English is not the obvious choice when one wants to discuss

the nature of morphological systems in general, certainly not in the realm

of inXection. After all, English has a relatively poor inXectional system, in

which only a few grammatical distinctions are expressed. For instance,

whereas English has only four diVerent forms for regular verbs such as

walk, Romance languages such as French, Italian, and Spanish have tens

of diVerent forms for verbs. We should be aware of these considerable

diVerences in morphological richness between languages. Therefore, it is

important to look at a wide variety of languages in order to get a good idea

of the morphological possibilities of natural language.

1.2 Paradigmatic and syntagmatic morphology

The term ‘morphology’ has been taken over from biology where it is used

to denote the study of the forms of plants and animals. Its Wrst recorded

use is in writings by the German poet and writer Goethe in 1796. It was

Wrst used for linguistic purposes in 1859 by the German linguist August

Schleicher (Salmon 2000), to refer to the study of the form of words.

6 what is linguistic morphology?



In present-day linguistics, the term ‘morphology’ refers to the study of the

internal structure of words, and of the systematic form–meaning correspond-

ences between words. Consider the following sets of English words:

(1) a. buy b. buyer

eat eater

paint painter

sell seller

send sender

In these sets of words we observe a systematic form–meaning correspond-

ence. The words in (1b) diVer from the words in (1a) in that they have an

additional part -er, and a corresponding meaning diVerence: each word in

(1b) has the meaning ‘‘one who Vs’’, where V stands for the meaning of the

corresponding verb in (1a). This is the basis for assigning a word such as

buyer an internal morphological constituency: buy-er. The form diVerences

between these two sets of words concern two properties: the words in (1b)

have the additional sound sequence [

e

r] (or [

e

] in standard British pronun-

ciation) compared to the words in (1a), and they are nouns, whereas the

words in (1a) are verbs. The form diVerences thus have a phonological and

a syntactic dimension. The meaning diVerence is quite clear: the nouns in

(1b) subsume the meaning of the corresponding verbs, and have some extra

meaning due to the presence of -er. Since the nouns are formally and

semantically more complex than the corresponding verbs, we will say that

the nouns have been derived from the verbs. That is, there is a direction

in the relationship between these two sets of words. The word buyer is

a complex word since it can be decomposed into the constituents buy and

-er. The word buy, on the other hand, is a simplex word, because it cannot

be decomposed any further into smaller meaningful units, only into sound

segments.

The notion ‘systematic’ in the deWnition of morphology given above is

important. For instance, we might observe a form diVerence and a corre-

sponding meaning diVerence between the English noun ear and the verb

hear. However, this pattern is not systematic: there are no similar word

pairs, and we cannot form new English verbs by adding h- to a noun. There

is no possible verb to heyewith the meaning ‘‘to see’’ derived from the noun

eye. Therefore, such pairs of words are of no relevance to morphology.

Similarly, we do not assign morphological constituency to German fressen

‘‘eating by animals’’ although it forms a pair with essen ‘‘to eat’’, since there
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is no morphological constituent fr- that occurs in other word pairs as well.

The words fressen and essen are in fact related historically (fr- derives from

the early Germanic word fra), but fressen is no longer a complex word.

So words can lose their status of complex word.

The existence of related words with a systematic form–meaning diVerence

is crucial in assigning morphological structure to a word. The following

Dutch words for diVerent kinds of Wsh all end in -ing:

(2) bokking ‘‘bloater’’, haring ‘‘herring’’, paling ‘‘eel’’, wijting ‘‘whiting’’

Yet, we do not consider this -ing a morphological constituent with the

meaning ‘‘Wsh’’ because there are no corresponding Dutch words bok, haar,

paal, and wijt with a meaning related to the corresponding words ending in

-ing (these words do exist, but with a completely unrelated meaning).

The two sets of words given in (1) form paradigms. The term ‘paradigm’

is used here in a general sense to denote a set of linguistic elements with a

common property. All words in (1a) are verbs, and thus form a paradigm.

The same applies to the words in (1b) which are all nouns ending in -er. In

our deWnition of morphology as given above we see two diVerent perspec-

tives. When we speak about morphology as the study of the systematic

form–meaning correspondences between the words of a language, we take

a paradigmatic perspective, since we take properties of classes of words as

the starting point of morphological analysis. When morphology is deWned

as the study of the internal constituent structure of words, we take a

syntagmatic perspective.

We distinguish these two diVerent perspectives on language because lan-

guage units exhibit syntagmatic and paradigmatic relationships. They have a

syntagmatic relationship when they are combined into a larger linguistic

unit. For instance, the words the and book have a syntagmatic relationship

in the phrase the book. In contrast, the determiners a and the are para-

digmatically related: they belong to the set of determiners of English, and

can both occur at the beginning of a noun phrase, but never together: *the a

book. Hence, they belong to the paradigm of determiners of English.

A clear instantiation of a primarily syntagmatic approach to morph-

ology is morpheme-based morphology. In this approach, focus is on the

analysis of words into their constituent morphemes. That is, morphology is

conceived of as the syntax of morphemes, as the set of principles for com-

bining morphemes into words. Morphemes, the morphological building

blocks of words, are deWned as the minimal linguistic units with a lexical

8 what is linguistic morphology?



or a grammatical meaning. For instance, the noun buyer consists of two

morphemes, buy and -er. The verbal morpheme buy is called a free or

lexical morpheme, because it can occur as a word by itself, whereas -er is

an aYx (hence a bound morpheme that cannot function as a word on its

own). This is indicated by the hyphen preceding this morpheme: it requires

another morpheme to appear before it in a word. Each of these morphemes

is listed in the morpheme list of English: eat as a morpheme of the category

Verb (V), and -er as an aYxal morpheme of the category Noun (N) that is

speciWed as occurring after verbs: [V —]. This speciWcation of the aYx -er

assigns it to the subcategory of aYxes that combine with verbs, and hence

we call it a subcategorization property of this aYx. The morphological

structure of eater might be represented as follows:

(3) [ [eat]V [er]N-aV ]N

This complex word can be created by the general mechanism of concaten-

ation, the combination of elements into a linear sequence. This word is well

formed because the requirement that -er occur after a verb is met. The fact

that this combination of morphemes is a noun, and not a verb, follows

from the generalization that English suYxes determine the category of

the complex words that they create: since -er is an aYxal noun, the whole

word is a noun.

Thus, the language user is able to coin new polymorphemic words (words

consisting of more than one morpheme) through the concatenation of

morphemes, and of morphemes with words that are themselves polymor-

phemic. An example of the latter is the formation of the verb tranquillize,

itself derived from tranquil through the addition of -ize. The formation of

tranquillizer is not a matter of concatenating three morphemes. Instead, it is

a two-steps operation. First, the bound morpheme -ize has been added

to the simplex adjective tranquil, resulting in the verb tranquillize. Sub-

sequently, the bound morpheme -er has been added to this verb. The

morphological structure of this word is therefore a layered one, and can

be represented in the form of a string with labelled bracketing, or as a tree

(Figure 1.1). In short, morphology might be seen as morpheme syntax,

as the set of principles that tell you how to combine free and bound

morphemes into well-formed words.

This syntagmatic approach can be contrasted to a primarily paradig-

matic approach to morphology. In the latter one, the creation of new

complex words is seen Wrst and foremost as the extension of a systematic

morphology: basic notions 9



pattern of form–meaning relationships in a set of established words to new

cases, resulting in new words. Once we have discovered the abstract system-

atic pattern behind the words in (1), we will be able to extend this pattern to,

for instance, the verb swim, resulting in the word swimmer:

(4) Pattern [x]V : [x-er]N ‘‘one who Vs’’; swim : swimm-er

(the variable x stands for the string of sound segments of the verb). In the

gloss ‘‘one who Vs’’, the symbol V stands for the meaning of the verb. The

gloss indicates that nouns ending in -er have a meaning that encompasses

the meaning of the corresponding verb.

In this approach, it is not denied that the word swimmer consists of two

constituent morphemes, but they are not the basic building blocks. Instead,

words and relationships between words form the point of departure of the

morphological analysis, and morphemes have a secondary status in that

they Wgure as units of morphological analysis. Bound morphemes such as

-er do not have lexical entries of their own, and only exist as part of

complex words and of abstract morphological patterns such as (4).

From the point of view of language acquisition the paradigmatic per-

spective on complex words is the starting point of morphological analysis.

When acquiring one’s mother tongue, one has to discover the existence of

morphological patterns on the basis of the individual words encountered in

the input data.Onlywhen languageusers have acquired a suYcient numberof

words of the relevant type, can they conclude to a systematic abstract pattern

in sets of related words that might be used for the coinage of new words.

This paradigmatic pattern can receive a syntagmatic interpretation as

well: the pattern can be interpreted as a morphological rule for the attach-

ment of bound morphemes to words. That is, paradigmatic relationships

[[[tranquill ]A[ize]Vaff]V [er]Naff]N

Fig. 1.1 The morphological structure of tranquillizer
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can be projected onto the syntagmatic axis of language structure. The

pattern in (4) can thus be interpreted as the following morphological rule:

(5) [x]V ! [ [x]V er]N ‘‘one who Vs’’

This rule states that nouns with a particular meaning (‘‘agent nouns’’) can

be derived from verbal lexemes by adding the aYx -er to the stem form of

the verb. On the left side of the arrow, the requirements on the properties

of the input words are speciWed, on the right side the formal and semantic

properties of the output words. The arrow indicates the direction of the

operation (input left, output right). The assumption of such aYx-speciWc

morphological rules means that bound morphemes do not exist as lexical

items of their own, but only as part of morphological rules. Consequently,

we get a slightly diVerent representation of the morphological structure

of the word tranquillizer given in Figure 1.2, without category labels for the

affixes (compare Figure 1.1).

Instead of assuming a rule for this word-formation pattern, one might

also express this regularity in the form of a schema for the coining of new

nouns in -er of the following form that is formally equivalent to the

morphological rule (5):

(6) [ [x]V er]N ‘‘one who Vs’’

The morpheme-based approach and the lexeme-based approach may

in fact lead to similar analyses of word structure. In both approaches, the

polymorphemic noun swimmer will have the internal structure

[ [swim]V er]N. The (minor) diVerence is that in the word-based approach,

the bound morpheme -er has no lexical category label of its own, since it is

not a lexical entry. Yet, we should realize that rule (5), the rule interpret-

ation of an extendable word pattern, has a paradigmatic Xavour: it is not a

rule about morpheme concatenation, but it speciWes a formal and semantic

operation (aYx attachment and change of meaning) on lexemes. Similarly,

Fig. 1.2 The morphological structure of tranquillizer without aYx labels
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-schema (6) is an abstract scheme that speciWes the common properties of a

set of words, and can also be used as a ‘recipe’ to create new words.

It is essential that morphological rules can take established words as their

inputs. If an established polymorphemic word has idiosyncratic properties,

these properties will recur in words derived from it. For example, the com-

plex noun transformation has a speciWc conventionalized meaning in

generative syntax (the change of a syntactic structure). Hence, the same

idiosyncratic meaning will recur in the adjective transformational derived

from this noun transformation. Similarly, the adjective edible not only

means that something can be eaten, but also that it can be eaten safely. This

idiosyncratic meaning aspect of edible recurs in the derived noun edibility.

Therefore, we must allow for established complex lexemes to function as

the bases of word-formation. That is why morphological rules must

be lexeme-based.

A particular challenge for the morpheme-based approach to morphology

is the existence of morphological operations that do not consist of the

concatenation of morphemes, so called non-concatenative morphology.

The past tense forms of English irregular verbs, for instance, are not made

through addition of a morpheme to a stem, but by replacement of vowels,

as in sing-sang, and grow-grew. Another example (taken from Kutsch

Lojenga 1994: 135) is that Ngiti, a Central-Sudanic language of Congo

makes use of tones to distinguish morphologically related words. The

plural form of a number of nouns is made by replacing the tones of the

last two syllables (a sequence of a Mid tone and a Low tone) of the singular

noun by a High tone. (The grave and acute accents indicate Low and High

tones respectively; the absence of an accent indicates Mid tone.)

(7) singular plural

màlimò malı́mó ‘‘teacher(s)’’

kamà kámá ‘‘chief(s)’’

màlàyikà màlàyı́ká ‘‘angel(s)’’

This process of forming plural nouns cannot be stated straightforwardly in

a syntagmatic approach to morphology since there is no addition of a

(tonal) morpheme. This pattern can be expressed straightforwardly in

paradigmatic terms, as a systematic diVerence in form (tone pattern) correl-

ating with the semantic distinction between singular and plural.

Such a paradigmatic account of this regularity may look as in (8) where

the schemas for singular and plural nouns of Ngiti are given:
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(8) [ . . .VM:VL:]Nsg, [ . . .V
H:VH:]Npl

The superscripts L, M, and H indicate the tone assigned to the vowel (V),

and the Vs stand for the last two vowels of the words.

There are also cases of paradigmatic word-formation, in which a new

word is formed by replacing one constituent of an existing complex word

with another. For instance, the Dutch compound boeman ‘‘lit. boo-man’’

has a particular idiosyncratic meaning ‘‘ogre, bugbear’’. Its female coun-

terpart boevrouw has obviously been coined by replacing the constituent

man ‘‘man’’ with vrouw ‘‘woman’’ rather than by directly combining boe

and vrouw into a compound, given the fact that the two compounds share

this idiosyncratic meaning. Such a case of word-formation cannot be

accounted for in a syntagmatic approach to morphology. It is based on

speciWc words, and therefore a typical case of analogy:

(9) man : vrouw ¼ boeman : boevrouw ‘‘female bugbear’’

The paradigmatically oriented deWnition ofmorphology as the study of the

systematic form–meaning correspondences between words expresses directly

that morphology is lexeme-based. Lexemes form the point of departure of

morphological processes. In lexeme formation (orword-formation) we create

new lexemeson the basis of other lexemes,whereas in inXection, speciWc forms

of lexemes are computed (instead of lexeme formation we will speak of word-

formationwhen there is no risk ofmisunderstanding). The processes ofword-

formation and inXection together form themorphological part of a grammar.

Morphology deals with both the form and the meaning of linguistic

expressions. Hence, one might qualify morphology as word grammar,

that part of the grammar that accounts for the systematic form–meaning

relations between words. In other words, it is a set of correspondence rules

between forms and meanings of words. The notion ‘word grammar’ stands

in opposition to ‘sentence grammar’, the grammar which describes the

systematic relations between form and meaning at the sentence level.

1.3 The functions of morphology

The two basic functions of morphological operations are (i) the creation of

new words (i.e. new lexemes), and (ii) spelling out the appropriate form of a

lexeme in a particular syntactic context.
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An example of the Wrst function, lexeme formation, is given in section

1.1: the coining of the word bottle factory from the existing lexemes bottle

and factory. Morphology thus provides means for extending the set of

words of a language in a systematic way. The coinage of bottle factory is

a case of compounding, in which two lexemes are combined into a new one.

In the other type of word-formation, derivation, exempliWed by the word

swimmer, use is made of morphological operations on lexemes, whereas in

compounding, two or more lexemes are combined into a new word.

Why do we need new words? One obvious reason is that language users

need new expressions for new objects, or for new concepts. Once there is an

entity or concept ‘‘factory for the production of bottles’’, it is quite convenient

to be able to refer to such a concept with one word, bottle factory instead of

using a circumscription. Thus, word-formation has a labelling function. Cre-

ating a word label for a new kind of entity, event, or property may have the

additional pragmatic advantage that it draws attention to the new concept

involved. For instance, the word construction grammar has been created to

denote a particular school of linguistic thought in which the linguistic notion

‘construction’ plays a central role. By coining this label, a new linguistic

school has been established, and thus its ideas will draw attention more

easily. New verbs have been created to express new types of events or actions,

such as the English verbs in -ize: legal-ize ‘‘to make legal’’, tranquilll-ize ‘‘to

make tranquil’’, that express the causation of an event or property.

However, this is not the only function of word-formation. Another

important function is that of syntactic recategorization: by using morpho-

logically related words of diVerent syntactic categories, we achieve stylistic

variation and text cohesion, as the following examples (from Kastovsky

1986: 595) show:

(10) He made Wsts . . . He deWsted to gesture.

If that’s not civil, civilize it, and tell me.

[ . . . ] and whether our own conversation doesn’t sound a little potty. It’s the

pottiness, you know, that is so awful.

A pragmatic reason for coining new words is found in the domain of

evaluative morphology. In many languages diminutive forms of words are

not used primarily for indicating the small size of the object denoted, but

for giving a positive or negative evaluation. For instance, the Portuguese

diminutive noun avôzinho (from avô ‘‘grandfather’’) means ‘‘dear grand-

father’’ rather than ‘‘small grandfather’’, and in Dutch the diminutive noun
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baantje ‘‘job’’ derived from baan ‘‘job’’ is used to refer to a job without

prestige. A related phenomenon is that of the use of attenuative forms.

The English morpheme -ish is often used to express the notion ‘‘sort of,

not exactly’’: when we use nine-ish instead of nine as the time for an

appointment, we mean that we do not expect people to be there at nine

sharp. Thus, we can use morphology to express our subjective feelings

towards something or to weaken or relativize a notion.

The function of inXection is primarily that of making forms of lexemes,

including the correct forms of a lexeme appropriate for particular contexts.

For instance, in an English clause, the verb has to agree with the subject

with respect to number (singular or plural) and person (third or non-third),

and this determines the choice between walk and walks: in a clause with

present tense, walks has to be chosen if the subject is third person singular,

and walk otherwise. In many languages, the form of a noun is determined

by its syntactic context, and each noun has a number of cases. For instance,

the Polish noun kot ‘‘cat’’ has the case forms shown in (11). We call this

structured set of word forms the inXectional paradigm of this lexeme (note

that this is a more speciWc use of the notion ‘paradigm’ as introduced above

in section 1.2). The term ‘inXectional paradigm’ may also be used to denote

the abstract inXectional pattern, the set of labelled cells that these word

forms occupy. As can be read oV this paradigm of case forms, when the

lexeme kot occurs in direct object position and therefore has accusative

case, the word form kota has to be used if the word has a singular meaning,

and the form koty if it has a plural meaning. That is, one of the accusative

forms has to be chosen for this syntactic position.

(11) singular plural

nominative kot kot-y ‘‘cat, subject’’

genitive kot-a kot-ów ‘‘of the cat’’

dative kot-u kot-om ‘‘to the cat’’

accusative kot-a kot-y ‘‘cat, object’’

instrumental kot-em kot-ami ‘‘with the cat’’

locative koci-e kot-ach ‘‘on the cat’’

vocative koci-e kot-y ‘‘o, cat’’

Another function of morphology is that the relation between sentences

in a text can be established by using morphological markers of coreferenti-

ality. In Wambon, a language of New Guinea (examples from de Vries
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1989: 62), verbal forms have Same Subject (SS) forms and DiVerent Subject

(DS) forms (1sg ¼ Wrst person singular, 3sg ¼ third person singular, nf ¼
non-future):

(12) Nukhe oye khetak-mbel-o topkeka-lepo

I pig see-ss-coord Xee-1sg.past

‘‘I saw a pig and I Xed’’

(13) Nukhe oye khetakha-lev-o topkeka-tmbo

I pig see-1sg.nf.ds-coord Xee-3sg.past

‘‘I saw a pig and it Xed’’

Both examples consist of two clauses, with the coordinating element -o

linking these two clauses. This coordinative morpheme is attached to the

verb of the Wrst clause. The word khetakmbelo in (12) has the Same Subject

form, which indicates that in both clauses we have the same subject ‘‘I’’.

In (13), on the other hand, the word khetakhalevo is a DiVerent Subject

form, which indicates that the subject of the next clause is a diVerent one.

It is not ‘‘I’’, but the pig that Xed. This kind of subject marking is called

switch reference.

1.4 Morphology and the lexicon

The set of lexemes of a language comprises two subsets: simplex lexemes and

complex lexemes. These lexemes are listed in the lexicon to the extent that

they are established, conventionalized units. A complex lexeme likeninish is

a well-formed lexeme of English, but need not be listed in the lexicon since it

is completely regular, and there is no conventionalization involved.

The lexicon speciWes the properties of each word, its phonological form, its

morphological and syntactic properties, and its meaning. The basic structure

of lexical entries for the lexemes swim and swimmermay look as follows:

(14) /swØm/ /swØm e

r/

[x]V [[x]V er]N

swimactivity person performing swimactivity

The Wrst line in these lexical entries speciWes the phonological form of these

lexemes: a sequence of sound segments between slashes. On the second line,

categorial information, and internal morphological structure of a word are

speciWed. On the third line, the meaning of the lexeme is speciWed, here
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indicated by the use of small capital letters. The subscript activity speciWes

the type of event expressed by this verb. A lexical entry thus expresses a

correspondence between phonological, syntactic, and semantic pieces of

information, just like morphological rules or templates, which do the same

at a more abstract level, in a generalized fashion, with variables taking the

place of the individual properties of lexemes.

Most complex words have been derived by one of the available word-

formation processes of a language. Indeed, as we saw above, one of the

main functions of morphology is to expand the set of available words.

Once a complex word has been formed, it may get established as a word of

the language. This means that it is used by more than one native speaker,

and on diVerent occasions, and that language users will recognize it as a

word they have come across before. The set of established words of

a language functions as the lexical norm or lexical convention of that

language. For instance, in British English the machine that is used for

drawing money from one’s bank account is called a cash dispenser, and in

American English it is called an automatic teller machine (ATM). In fact, it

would also have been possible to use the compoundmoney machine for this

device, but the established words function as a lexical norm, and hence they

can block the creation of the compoundmoney machine. That is, the lexicon

as the set of established lexical units of a language may have a blocking

eVect on the creation of new words. It does not mean that money machine

is an ill-formed word, only that its use might not be appropriate.

When a possible word has become an established word, we say that it has

lexicalized. An important eVect of lexicalization of complex words is that one

of its constituent words may get lost, whereas the complex word survives.

For instance, the Dutch verb vergeet ‘‘to forget’’ no longer has a simplex

counterpart geet, unlike its English counterpart forget for which the corre-

sponding word get does exist. We therefore consider vergeet a formally

complexword. It still behaves as a complex verb since it selects a past participle

without thepreWxge-, just likeotherpreWxedverbsofDutch.For example, the

past participle of the preWxed verb ver-wacht ‘‘to expect’’ (derived from

the verb wacht ‘‘to wait’’) is verwacht. Similarly, the past participle of the

verb vergeet is vergeten, not *gevergeten. This may be contrasted with the

verb verbaliseer ‘‘to Wne’’ in which the part ver- has no preWx status.

The past participle of this verb is ge-verbaliseer-d, with the preWx ge- present.

The term ‘lexicalization’ is also used for a related phenomenon, namely

that established words may have idiosyncratic, unpredictable, properties.
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The meaning of honeymoon, for example, is not predictable on the basis of

the meanings of its constituent lexemes honey and moon, and this requires

this compound to be listed in the lexicon. Having idiosyncratic properties

thus implies for a word that it has to be listed, but the inverse is not

necessarily true: a complex word that is listed may have fully predictable

properties, and may be listed only because it is an established word, that is,

belongs to the lexical norm.

The notion ‘lexicon’ refers to the repository of all information concerning

the established words and other established expressions of a language. It is an

abstract linguistic entity, tobedistinguished fromthenotion dictionary, which

refers to practical sources of lexical information for the language user in some

material (paper or electronic) form. A dictionary will never provide a full

coverage of the lexicon due to practical limitations of size and requirements

of user-friendliness, and because the lexicon is expanding and changing

daily. The third related notion of relevance here is that of themental lexicon,

the mental representation of lexical knowledge in the brain of the individual

language user. The mental lexicon of an individual is always smaller than the

lexicon in the linguistic sense: nobody knows all the established words of a

language. Moreover, the mental lexicon exhibits an asymmetry between

production and perception: we understand probably about Wve times more

words of our mother tongue than we actually use in language production.

In many languages, morphology is extremely important for the size of the

lexicon. In all European languages, the number of established complex words

is much higher than the number of simplex words. Consequently, the mor-

phological rules of a language have two functions: they indicate how new

lexemes and word forms can be made, and they function as redundancy rules

with respect to the established complex words of a language. For instance, the

lexical information that lover is a noun, and that the meaning of this word

comprises that of the verb love is redundant information. These properties are

speciWed in rule (5). On the other hand, the information that this noun is an

established word of English, with a particular idiosyncratic meaning ‘‘male

sweetheart, suitor’’ is unpredictable, non-redundant lexical information.

Morphological patterns that can be systematically extended are called

productive. The derivation of nouns ending in -er from verbs is productive

in English, but the derivation of nouns in -th from adjectives is not: it is

hard to expand the set of words of this type such as depth, health, length,

strength, and wealth. Marchand (1969: 349) has observed some occasional

coinings like coolth (after warmth), but notes that such word coinings are
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often jocular, and hence do not represent a productive pattern. If we want

to coin a new English noun on the basis of an adjective, we have to use -ness

or -ity instead. In the case of unproductive patterns, the morphological

rule involved functions as a redundancy rule only, and not as a rule for

the creation of new words.

Lexical storage of complex morphological forms is also relevant in

the realm of inXection. For example, Dutch has two plural endings for

nouns, -s and -en. The second one is normally used for words consisting of

one syllable. In the case of the monosyllabic noun boon ‘‘bean’’, the regular

plural is bon-en, as expected. However, for zoon ‘‘son’’ both the irregular

zoon-s and the regular zon-en can be used. Hence, the plural form zoon-s

has to be speciWed in the lexicon.

The morphological system of a language is not its only source of complex

words. There are at least three other sources: borrowing, phrases becoming

words, and word creation.

As to borrowing, European languages have borrowed many words from

Greek and Latin, often with French as the intermediary language. Consider

the following list of Dutch verbs and their English glosses:

(15) deduceer ‘‘deduce’’

induceer ‘‘induce’’

produceer ‘‘produce’’

reduceer ‘‘reduce’’

reproduceer ‘‘reproduce’’

A verb like produceer can be analysed into three parts: pro-duc-eer, that is,

it is a polymorphemic word. The constituent -eer is a recurrent part of all

these words, and so is -duc-. The sequences de-, in-, pro-, and re- are also

recognizable elements in this set of verbs. Yet, we cannot say that these

verbs have been created by a rule of Dutch or English morphology since

there is no lexeme duc from which these words could have been derived.

Instead, a word such as produceer has been created by transforming the

originally Latin verb producere, and by adapting its form by turning the

ending -ere into -eer. The polymorphemic nature of such words remains

recognizable in the borrowing languages. These borrowing patterns have

led to a pan-European lexicon, a large stock of cognate complex words in

the major languages of Europe.

A second non-morphological source of complex words is the univerba-

tion (‘‘becoming a word’’) of phrases. Phrases may lexicalize into words,
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and thus lead to complex words. Examples from English are jack-in-the-

box, forget-me-not (nouns), and dyed-in-the-wool, down-at-heel, over-the-top

(adjectives). The following Dutch words all begin with te-, originally a

preposition, the etymological cognate of English to:

(16) te-gelijker-tijd ‘‘lit. at same time, simultaneously’’

te-rug ‘‘lit. to back, back’’

te-vreden ‘‘lit. at peace, satisWed’’

te-zamen ‘‘together’’

In the Wrst example, tegelijkertijd, the three constituents are clearly recog-

nizable, and theirmeanings are relevant. Thewords gelijk ‘‘identical, same’’,

and tijd ‘‘time’’ are current words of Dutch (the form of gelijk used here is

gelijker, with an old inXectional ending -er). Therefore, tegelijkertijd is

a complex, polymorphemic word. So the fact that a word is polymorphemic

does not imply that it has been created by morphological rule. The second

example, the word terug, is also interesting because it serves to illustrate

a recurring problem of analysis for the linguist: when do we consider a word

complex? Although rug ‘‘back’’ is a word of Dutch, it remains to be seen if

we should consider terug a simplex or a complex word. In fact, many native

speakers do not recognize the word rug in terug because of themore abstract

meaning of terug, which no longer refers to a part of the human body.

Language users may also make new words by means of word creation (or

word manufacturing). The following types can be distinguished:

(17) blends: combinations of the Wrst part of one word with the second part of

another: brunch < breakfast þ lunch; stagXation < stagnation þ inXation;

acronyms: combination of initial letters of a word sequence: NATO < North

Atlantic Treaty Organization; French OTAN < Organisation du Traité

de l’Atlantique Nord

alphabetisms: combination of the Wrst letters of words, pronounced with the

phonetic value of these letters in the alphabet: French SVP < S’ı́l vous plaı̂t

‘‘please’’; Dutch KLM < Koninklijke Luchtvaart Maatschappij ‘‘royal airline

company’’; English CD ‘‘compact disc’’, SMS ‘‘Short Message Service’’;

clippings: one or more syllables of a word: mike < microphone, demo

< demonstration, French labo < laboratoire ‘‘laboratory’’, German Uni

< Universität ‘‘university’’.

In the case of compounds, only one of them may be shortened, as

in GermanU-Bahn <Untergrund-bahn ‘‘metro’’, English e-mail ‘‘electronic

mail’’, and FAQ-list ‘‘frequently asked questions list’’. In ellipsis, the Wrst
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