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CHAPTER 1

INTRODUCTION

MATTHEW BAERMAN

1.1 INFLECTION

INFLECTION is the expression of grammatical information through changes in word forms. For example, in an English sentence such as my cousin admires you, although the subject is clear from its placement before the verb, it is also indicated by the final -s on the verb, which tells us that the subject is third person singular, and hence cousin and not you, and also that the verb is in the present tense. This is fairly straightforward: we have an easily indefinable element (suffix -s) with an easily identifiable function (marking the presence of a third person singular present tense subject), but it seems to be in the nature of words that they may well follow their own rules, and that these rules may get quite a bit more involved. For example, the selection of forms in (1) from Chiquihuitlán Mazatec, an Otomanguean language of Mexico, shows how difficult it may be to say where exactly the grammatical information is being expressed. Subject marking is distributed across the word form, involving the initial segments, for example hu- versus čho-, the final vowel, e.g. -æ versus -e, and tone, for example high (marked here as superscript ‘1’) versus mid-high (superscript ‘2’). Further, each word in this little sample has a different pattern of alternation for all three of these elements.

(1) [image: image]

As impressive as such systems may be, it is perhaps an even more striking fact that, from the point of view of language as a whole, inflection is apparently superfluous. While every language operates by stringing together words, manipulating the shapes of words is further elaboration that many are happy to do without. This is probably what has lent inflection the curious and often contentious status it has within linguistics. On one view, inflection is just a particular instance of the more general lexical, semantic, syntactic, and phonological properties needed to characterize language as a whole, so that a word form such as admire+s is the syntactic combination of lexical units in the same way that the sequence my + cousin + admires is. Word-internal syntactic and phonological rules may differ from those that apply to other domains, but they are all cut from the same cloth. However, others see the behaviour of inflected forms— both the relationships that obtain between the forms of a single word, and those that obtain across different words—as potentially too divergent from the general set of linguistic modules for there to be a reliable mapping between them, and so postulate a distinct morphological component to grammar, subject to its own rules.1 Obviously, taking one or the other approach presupposes different models of the architecture of grammar, which in turn encourages different lines of enquiry. In the absence of an autonomous morphological component, questions of morphophonology and feature structure may assume prominence, whereas the assumption of an autonomous morphological component may foster a greater focus on questions of paradigm structure. But however they are interpreted, there is a fascinating and well-delimited set of facts out there to be explored. And if inflection is not shared by every language, it is itself a uniquely linguistic phenomenon, without obvious parallel in other communicative and symbolic systems.

Inflection shares the larger realm of morphology with derivation, with which it has much in common, so it is important to distinguish the two in order to delimit the scope of the present volume. The basic difference of course is that inflection produces different forms of a word, while derivation produces new words. This is a rather slippery definition, as it presupposes that we can distinguish between different forms of a word and different words, but at some level we must all recognize that while the word cat is related to both cats and kitten, the nature of the relationship is different, both in terms of meaning and in terms of form. More precise attempts at a definition are of necessity multi-pronged. For example, Stump (1998: 15–18) offers the five diagnostics in Table 1.1. The first is in a way the most obvious: inflection preserves the lexical meaning while derivation changes it. The other diagnostics are essentially definitions of inflection, with derivation defined negatively: inflection involves a predetermined set of meanings (morphosyntactic values) which a word is required to accommodate, with the term derivation then applying to a looser constellation of morphological operations.

The key point is that making a distinction between inflection and derivation leads to different expectations. With inflection, the set of word forms is predetermined, in that a member of a given word class2 has certain duties to perform. For example, a verb X in English needs to be available for use in such sentences as She often X1 or You X2 yesterday. Where X = ski the relationship between X1 and X2 is transparent (ski-s, ski-ed), but the expectation that we should be able to put any verb into these contexts forces us to look beyond obvious formal resemblances, sanctioning such strange bedfellows as go and went. Derivation for its part has no preset list of job duties, and thus no binding obligations. The fact that we can derive duckling from duck does not sanction the expectation that there should be a comparable derivative of turkey (not for this author, at any rate), and a paraphrase or compound is good enough (say, turkey baby or turkey chick). As a consequence, the notion of derivation is in practice reserved for those instances where there is a formal resemblance between items that can be expressed as a morphological rule. Thus while the semantic relationship between puppy and dog is the same as that between duckling and duck, few would want to label this a derivation, and the status of gosling vis-à-vis goose (in any synchronically meaningful sense) will depend in part on how much faith one puts in the morphological rules needed to relate them.


Table 1.1 Inflection versus derivation, per Stump (1998)



	
	Inflection
	Derivation



	Lexical meaning and/or part of speech
	Same
	Different



	Obligatory
	Yes
	No



	Productive
	Yes
	No



	Semantically regular
	Yes
	No



	Closure (recursiveness)
	Yes
	No






Thus for any given language, inflection embraces a more-or-less closed system of interrelated functions and forms. In a sense, we can treat inflection as a discrete and self-contained slice of language as a whole, in the same way that we can treat language itself as a discrete slice of human cognition. This does not necessarily mean committing oneself to the notion that there is a component of language exclusively dedicated to inflection (or morphology more generally), any more than talking about language presupposes belief in an autonomous language faculty. And whatever status we accord an interface phenomenon such as morphosyntax—whether as syntax, morphology, or a domain of its own—it is evident that the existence of inflected word forms has contributed materially to the terms that we use to talk about it, and the concepts behind it.

The following chapters are meant to address inflectional morphology from as many thematic angles as possible. Particular attention has been paid to taking examples from a wide variety of languages. This helps ensure that the topics covered are of broad cross-linguistic relevance and makes for a lively and varied presentation. There are no chapters explicitly devoted to the exposition of particular morphological theories. This is intentional, and comes from the conviction that the most important difference between theories is the phenomena they choose to focus on, not the technicalities of their implementation. The approach taken here is therefore ecumenical, and the chapters come from various theoretical perspectives, as appropriate for the topic. We hope that this will be a useful and engaging resource for the study of what we find one of the most fascinating aspects of language.

1.2 ABOUT THE VOLUME

The first part covers the fundamental building blocks of inflectional systems. The morpheme (Chapter 2) has long served as the basic unit of morphological analysis, an almost unavoidable point of reference even within those schools of thought that reject it on principle. Anderson traces the history and differing conceptualizations of the notion, showing far greater divergence than is usually acknowledged. Features (Chapter 3) characterize the content side of inflection. Rather than treat each inflected form as expressing an isolated unit of meaning, we typically see them as manifesting particular values of higher level and possibly intersecting categories, such as case and number. The logic of feature systems is sometimes at variance with their formal expression, leading to some descriptive and theoretical challenges. Exponence (Chapter 4) describes how inflectional feature values are translated into morphological forms. A common assumption is that we can distinguish concatenative morphology, which involves the addition of discrete phonological units, from non-concatenative, which involves transformational operations or mapping onto preset templates. This chapter takes a more nuanced approach, using a finer-grained classification to integrate both types.

The second part focuses on what is probably the most characteristic property of inflectional systems, paradigmatic structure: its nature, its variants, and its interfaces with phonology and syntax. The general concept of the paradigm is the topic of Chapter 5, which surveys the various ways it has been construed in different morphological traditions. Paradigms have assumed particular relevance in recent work which examines the implicational relationships that obtain between inflected forms, using insights offered by the application of information theory. The systematic variation between functionally equivalent but formally distinct alternative paradigms that occurs in many languages results in inflection classes. Chapter 6 addresses the theoretical, typological, and diachronic issues that they raise, considering the ways in which they may best be represented and accounted for. Inflection classes represent one dimension in which the mapping between function and form is not straightforward, since they seem to involve arbitrarily different patterns of inflectional exponence across different lexemes. Cross-cutting this we also find deviations within the paradigm, surveyed in Chapter 7, manifested by such phenomena as syncretism, deponency, and defectiveness, each involving a less-than-straightforward relationship between morphosyntactic values and the forms that realize them. While this might be taken as evidence of purely morphological forces determining the structure of the paradigm, an alternative approach is to attribute some measure of these paradigmatic effects to phonology, as explored in Chapter 8. Chapter 9 steps beyond the strict confines of the inflected word form to look at periphrasis, where the inflectional paradigm appears to embrace multi-word constructions, including borderline cases involving clitics, whose status lies somewhere in between that of a free word and an affix.

The third part covers change and variation over time. Chapter 10 surveys fundamental issues in diachrony, offering a typology of morphological and morphosyntactic change, as well as providing a picture of the larger context, including cycles of change and the role of other linguistic components as a triggering factor. Since inflectional morphology is generally resistant to borrowing, the topic of contact-induced change is relatively understudied. Chapter 11 presents the borrowing of inflectional morphology as the interplay between two factors: the scope of borrowing (inflected word forms or isolated inflectional material) and its influence on morphosyntactic categories already existing in the language.

The fourth part covers computation, both as a tool for theoretical exploration and for practical applications. Chapter 12 looks at modelling inflectional structure computationally, as a way of clarifying the nature of inflectional operations and comparing alternative treatments. While these techniques involve explicit writing of inflectional rules in computationally tractable terms, machine learning (Chapter 13) can be used to explore more abstract questions about the nature of rules, the trade-off between rules and listing, and the role of linguistic universals versus learning biases in the development of inflectional structure. Although techniques of machine learning can be construed as modelling at least some aspects of human language acquisition, machine translation (Chapter 14) understandably takes a pragmatic approach to the issue, with inflectional morphology posing a particularly difficult challenge. In this quickly developing field we see an increasing convergence between rule-based and statistical methods, an interesting parallel to what we also see in purely theoretical treatments of inflection.

Part V approaches the relationship of inflection to the human mind from two perspectives. Chapter 15 looks at the acquisition of inflectional morphology, with a particular focus on cross-linguistic variability. It argues for a step-by-step process of schema acquisition and extension, rather than a dual-route split between storage and rules. Chapter 16 explores the effects on inflection of a range of neurocognitive disorders. In contrast to the preceding chapter, it is suggested here that the evidence is consistent with a dual-route model of inflection, with damage to semantic memory affecting irregular (i.e. stored) morphology, and disorders affecting frontal/basal ganglia (related to motor functions) affecting regular (i.e. rule generated) morphology.

Part VI is devoted to sketches of individual inflectional systems, illustrating a range of typological possibilities across a genetically diverse set of languages. Iha (Chapter 17) is a Trans New Guinea language spoken on the western tip of the island of New Guinea, and is particularly notable for the range of argument categories marked by agreement on the verb, with grammatically aligned suffixes (marking subject and object) interacting with semantically aligned prefixes (patient versus other). Pulaar (Chapter 18) is the westernmost dialect of Fula (Atlantic, Niger-Congo), spoken in Senegal, and is known for its heavy reliance on consonant mutation as an inflectional exponent. As with many other Niger-Congo languages, there is an extensive noun class system, and corresponding to this a large gender system. The conflicts in gender that would arise in conjoined noun phrases cause real difficulties, and are usually avoided. A striking feature of its morphosyntax is the relative tense, which involves a peculiar constellation of morphological and syntactic properties (e.g. inversion of verb–pronoun order), in a set of constructions which so far have defied precise characterization. Lithuanian (Chapter 19) is a Baltic language of the Indo-European family, known for a number of conservative features, including its complex nominal paradigms, involving both suffixal and prosodic alternations. A number of points of special interest are discussed here, including (i) the quasi-agglutinative local cases, calqued from the corresponding constructions in Finnic, (ii) the doubly problematic status of the reflexive, which is a borderline case between inflection and derivation on the one hand, and between clitic and affixal status on the other, (iii) evidentials, an unusual feature for an Indo-European language, and (iv) aspectual distinctions, which are only weakly grammaticalized and hence of uncertain status. Chamorro (Chapter 20), an Austronesian language of the Marianas islands (including Guam), stands out among the languages illustrated here in the categorial indeterminacy of its roots, which can be inflected as nouns or verbs, its ergative alignment, and the use of infixation and reduplication as productive means of inflectional exponence. Verbs in Murrinh-Patha (Chapter 21), a non-Pama Nyungan language of northern Australia, display a complex two-part structure, where lexical stems combine with members of a small set of highly irregular classifier stems, so that grammatical and lexical meaning are distributed across these two word forms. The resulting system is rife with discontinuous dependencies, multiple exponence, and the interspersal of inflectional and derivational material. Aymara (Chapter 22), eponymous member of the Aymaran family of Bolivia and Peru, represents a highly agglutinative, exclusively suffixing system. Nevertheless, it also displays a convincing instance of subtractive morphology, in that the accusative case is formed by apparent vowel deletion. Nen (Chapter 23) of the Morehead-Maro Family of Southern New Guinea, has a particularly elaborate system of distributed exponence in which verbal argument features are constructed through information spread across prefixes, suffixes, stems, and pronouns. Its aspectual system is based on the typologically unusual distinction of ingressive versus non-ingressive. Inflectional exponence in Shilluk (Chapter 24), a language of the West Nilotic branch of Nilo-Saharan (spoken in South Sudan), is characterized by stem-internal alternations of length, tone, and ATR (advanced tongue route) values, along with stem-final consonant alternations. Since its affixal morphology shows a great deal of homophony or polyfunctionality, stem-internal marking plays an increasingly dominant role in the system.
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1 While morphology obviously embraces more than just inflection, in practice only inflection is ever adduced as a reason for postulating an autonomous morphological component.

2 Word class in this sense is a morphological notion that may well cut across syntactic categories; for example, the verbal paradigm in Latin is traditionally construed as containing nominal forms, namely participles and gerunds.


PART I

BUILDING BLOCKS


CHAPTER 2

THE MORPHEME: ITS NATURE AND USE

STEPHEN R. ANDERSON

IT is somewhat surprising that many surveys of the field of morphology—even quite comprehensive ones, like Spencer and Zwicky (1997)—devote scant attention to the nature of the morpheme, its ontological and epistemological status. They assume with remarkably little discussion that we know what morphemes are, and where and how to find them, and that the core problems of the field lie elsewhere. My intention here is to suggest that this optimism is misplaced.

Jones’s (1962) monograph from which the present chapter draws its title makes an essential point about core theoretical notions in linguistics. An understanding of a term like ‘phoneme’ (in Jones’s book) must be grounded in more than just what linguists have written about its definition and place in the ontology of linguistic theory: we must also go to the literature and examine what they do with their phonemes, how the concept is actually used. This is at least as true for the ‘morpheme’, and it is necessary to explore both what people say morphemes are and how they in fact deploy them.

I begin with some history, tracing the origins of the term and its development in theorizing through the structuralist period. Some basic problems with the classical conception are pointed out, problems which were quite familiar (but not substantively resolved) in the structuralist literature. Although this chapter appears in a handbook of inflection, I draw my illustrations both from inflectional and from derivational morphology. This seems reasonable, since general discussions of the morpheme have treated it as a concept equally applicable across this distinction. No issue would arise here, of course, for those linguists who deny the existence of a principled distinction between derivation and inflection, and no current proposal for ways to differentiate the two would appear to have the consequence that some of the formal situations to be discussed in Section 2.1.4 are predicted to arise in the one domain but not the other.

I then consider the role of morphemes in early generative grammar, a context in which discussion of morphology per se was marginalized and its traditional domain subjected to a sort of ‘Partition of Poland’ between syntacticians and phonologists. The subsequent re-emergence of interest in morphology as a distinct field soon led to a divergence of theoretical views, much of which can be put down to differences of opinion about the nature and status of morphemes. Close examination of the practice of morphologists, however, suggests that the actual theoretical cleavages in this regard are not always as they might seem.

2.1 SOME BACKGROUND

In linguistics, morphology is the study of words, and since the morpheme is at the core of morphology, we begin with the basic notion of a word. Although notoriously subject to differences of sense when seen from different perspectives, a word is fundamentally the unit of mutual association among several sorts of properties. Thus, the word cat in English has phonological properties (/kæt/), semantic properties (‘Felis catus, a small furry domesticated carnivorous mammal that is valued by humans for its companionship and for its ability to hunt vermin and household pests’), and syntactic properties (Noun, [+Common, +Count]). The connections among these are irreducible: that is, it is not possible, say, to associate the vowel /æ/ by itself with the ‘cute, furry’ part, or the final /t/ with its status as a common (not proper) Noun.

2.1.1 Origins: Signs, Basic and Otherwise

As such, cat nicely fits de Saussure’s (1916 [1974]) notion of a minimal linguistic sign (even though Saussure did not include syntactic content in his account of individual signs). But Saussure realized that not all words are minimal signs. Even ignoring the problems presented by phonological words that include clitics together with their hosts (for which, see Anderson 2005), a word like unavoidable has a rather different character from that of cat. The phonology here is something like /[image: images][image: images]n[image: images][image: images]void[image: images]bl[image: images]/; the semantics more or less ‘not possible to avoid’ and the whole thing an Adjective. In this case, parts of the phonology are connected to parts of the meaning, so the initial /[image: images]n/ represents the ‘not’ part, the final /[image: images]bl[image: images]/ the ‘possible to’ part, and /[image: images]void/ the ‘avoid’ part.

Such a word Saussure called a partially or relatively motivated sign. We might regard its parts as minimal signs in themselves, and of course these are the objects we teach our students to identify as morphemes in Linguistics 1. Considering the facility with which they can carry out that exercise after being given only a few examples, the notion seems to have a good deal of intuitive content. We could thus say that a first approximation to the notion of the morpheme is ‘a word or part of a word which constitutes an irreducible, minimal sign’.

Saussure himself does not use the word morpheme (or its French equivalent, morphème) to refer to constituent parts of a relatively motivated sign, although the term had been introduced as early as 1880 (as German Morphem) by Jan Baudouin de Courtenay, who defined it as ‘that part of a word which is endowed with psychological autonomy and is for the very same reason not further divisible. It consequently subsumes such concepts as the root (radix), all possible affixes, (suffixes, prefixes), endings which are exponents of syntactic relationships, and the like’ (Baudouin de Courtenay 1895 [1972]: 153; Stankiewicz’s translation).

By the time of the lectures that form the basis of Saussure’s Cours de linguistique générale, he was quite familiar with Baudouin’s work, which he praised on various occasions. It is therefore noteworthy that he did not adopt—or at least mention— Baudouin’s designation for meaningful parts of a word. The potential significance of his failure to adopt this (or any other) distinctive terminology for such units is notable, in light of Wells’s (1947: 8) observation that ‘the term morphème was current in Saussure’s day, but with a specialized significance: the “formative” elements of a word (affixes, endings, etc.) as opposed to the root’.

The usage Wells is referring to here was presumably that of Antoine Meillet, his students, and colleagues. In his French translation of Karl Brugmann’s 1904 Kurze vergleichende Grammatik der indogermanischen Sprachen, Meillet rendered Brugmann’s term Formans (Brugmann 1908), with the sense indicated by Wells, as morphème, and remarked in a letter to Baudouin de Courtenay that he had borrowed Baudouin’s ‘joli mot’, as he called it, for this purpose.1 In Meillet’s work, a language’s morphologie generally refers to its patterns of inflectional (and derivational) marking, and he uses morphème in various works to designate the formal reflections of morphological categories. For example, Meillet and Vendryès (1924: 148) say that ‘the principle of formation of Indo-European words is affixation: that is, to the element expressing the concept of an idea or an object (semanteme) are added the various elements (morphemes) marking the categories of words or their grammatical relations’ (my translation).

Baudouin’s (1895) definition clearly intended a more general understanding of the notion of the morpheme, and this is the way it has been interpreted subsequently. Baudouin was a great coiner of neologisms, and his innovated word for the smallest indivisible component of a word was clearly based on the word ‘phoneme’, already in use for a minimal element in the analysis of sound.2 Saussure, on the other hand, maintained a view of the sign relation on which it holds between whole words3 and their meanings, and so had less need for a way to refer to such a unit within words (contrary to what is usually suggested, as argued in Anderson 1985 and Carstairs-McCarthy 2005). Saussure would presumably have been familiar with Meillet’s usage, as well as Baudouin’s, and his failure to designate any sort of meaningful sub-parts of words with such a special term can plausibly be seen to be a consequence of his general failure to recognize such components as important linguistic objects in their own right.

It is possible to see in the difference between Saussure’s and Baudouin de Courtenay’s usages the beginnings of a basic division in attitudes towards morphological structure that characterizes the field today. For Saussure, the ‘relative motivation’ of a sign like French poirier ‘pear tree’ resides in its relation to poire ‘pear’, a regular relation in form that is correlated with a regular relation in meaning. This is quite different from the description of poirier as composed of two pieces (morphemes), poire and -ier. Baked differs in form from bake, and the difference carries the significance ‘past tense’; but this is no different from the relation ran bears to run, which supports the same sense. The meaning of ‘past tense’ is linked to these (and other) ways of differentiating the related words, and not with a separable piece of one of the forms. Arguably, Saussure’s relational notion of morphological composition does not require a special term to designate the pieces of a partially motivated sign, and thus was the first version of what we can think of as a ‘rule-based’ conception of word structure as opposed to Baudouin de Courtenay’s ‘morpheme-based’ analysis.

2.1.2 The American Structuralist Morpheme

A useful starting point4 for the discussion of notions of the morpheme in structuralist theory is the discussion in Bloomfield’s (1933) classic book. This is partly because Bloomfield’s notion of the morpheme served as the jumping-off point for later theorizing, but the book is also instructive for its occasional divergences between theory and practice. Presenting his views in the context of a thoroughly behaviourist set of rigorous procedures for discovering the elements of a linguistic analysis, Bloomfield often took his morphemes where he found them without requiring them to have emerged from the mandated procedures when those procedures failed to yield the desired answer.

Bloomfield (1933: 161) defines a morpheme as ‘a linguistic form which bears no partial phonetic-semantic resemblance to any other form’, that is, a form that contains no sub-part that is both phonetically and semantically identical with a part of some other form. Unpacking this slightly in the commoner formulation as ‘a minimal same of form and meaning’, it is the requirement that phonetic and semantic resemblances be correlated, and it yields as ‘morphemes’ the elements that result when further division would destroy that correlation.

Taken literally, this definition leads to a variety of problems. One of these concerns the presence in a great many languages of ‘phonaesthemes’: sound-symbolic material such as the initial sl- of several English words referring to frictionless movement (slip, slide, slither, etc.); the initial gl- of words like glow, gleam, glitter, glimmer, glare, etc. referring to light emitted from a fixed source, or fl- in words like flash, flare, flicker referring to transitory light sources. Bloomfield (1933: pp. 244ff) enumerates a number of these (without really addressing the issue they pose for his definition of the morpheme), and they have been discussed often (if inconclusively) in the subsequent literature. What is at stake in these partial resemblances is a similarity in (reasonably) concrete semantics, and so it is unlikely that exactly parallel phenomena exist in the domain of purely grammatical inflectional morphology, but their bearing on the general notion of the morpheme remains.

Bergen (2004) shows that these meaningful sub-parts of words are quite real for speakers, but linguists have not really known what to do with them. There is general agreement that they are not to be identified as morphemes, but the basis for excluding them is quite unclear. They have distinctive (if sometimes rather vague) semantics, correlated with distinctive phonological shape. It is not possible to write them off on the basis that the residue once they are subtracted is typically not a recurrent element itself—why is the decomposition of glimmer as gl+immer (cf. also shimmer = sh+immer, from a set also including shine) fundamentally more problematic than that of huckleberry as huckle+berry? Linguists are of one voice, however, that there must be a principled difference. Bloomfield calls these resemblances root-forming morphemes, thus treating them as a sort of morpheme, but others have generally wanted to find some analysis that does not have that consequence.

Another difficulty is more technical, and served as the basis of subsequent elaboration. Bloomfield’s definition seems to assume that morphemes have a determinate phonological content, and as such is closer to the later usage of the term morph or allomorph. Later papers (e.g. Harris 1942; Bloch 1947; Hockett 1947; Nida 1948) refined the notion along the lines of the developing structuralist understanding of the phoneme. Just as phonemes came to be seen as abstract elements realized by members of a set of phonetic segments (their allophones), so morphemes were interpreted as abstract structural elements realized by members of a set of concrete phonological forms (allomorphs). Bloomfield’s actual practice is quite in line with this—he treats duke and duchess as sharing a morpheme with two alternants, even though it is hard to derive this analysis from his definition.

The resulting view involves a commitment to several basic principles:
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It was essentially in this form that American structuralists presented their generative successors with the notion of the morpheme, and with it, the field of morphology. Within morphology, this definition implies a clear division of labour, again modelled on practice in phonology. Allomorphy is the analysis of the paradigmatic conditions determining the range of possible variants of a single morpheme and the conditions under which each appears. The remainder of the study of morphology falls under morphotactics, parallel to phonotactics in being the analysis of the principles governing the syntagmatic distribution of morphemes in relation to one another.

2.1.3 European Structuralism

My focus here is on theories of the morpheme in American structuralism, because the view that emerged there was the one inherited by later generative approaches to grammar. The linguists who were most influential in developing that picture came primarily from the anthropological tradition, with a focus on fieldwork procedures as the primary path to the study of language, and as a result, their idea of how to define terms like ‘morpheme’ was to specify a set of mechanically applicable procedures that would lead to the discovery of such elements. It is plausible to argue that they thereby fell victim to Bazell’s (1952) ‘correspondence fallacy’, one form of which is the assumption that a mechanical procedure identifying some objects that correspond to an intuitive, pre-systematic type will necessarily provide an adequate definition that completely reconstructs the traditional understanding of that type.

In the first half of the twentieth century, when the American notion of the morpheme was being elaborated, the major linguists in Europe came from rather different backgrounds in philosophy or the philological study of various languages. For them, procedural approaches to basic theoretical constructs were less important than more traditional forms of definition that emphasized the direct cashing out of pre-systematic intuitions. In practice, the differences were somewhat limited: proceeding from their understanding of the morpheme as a minimal Saussurean sign, they arrived at much the same units in looking for the ‘morphemes’ of a language as their procedurally oriented colleagues across the Atlantic.

Some differences in the extension of the term ‘morpheme’ did emerge. Martinet (1960), for example, distinguished morphèmes as units of grammatical meaning from lexèmes, units of lexical meaning, continuing the usage of Meillet described in Section 2.1.1. Morphèmes and lexèmes together constituted for Martinet the class of monèmes; but while there was a difference in the kind of meaning conveyed by the two types of monème, both were units of association between components of phonological form and components of meaning.

Hjelmslev (1943) limits the use of morpheme to a unit of content (not form) corresponding only to inflectional categories, and not other meaningful elements (though it is quite difficult to place Hjelmslev’s views on this, as on many other basic notions, in relation to those of other scholars). The restricted uses of the term by Martinet, Hjelmslev, and their colleagues, however, did not represent in themselves important differences between European and American understandings of the structure of complex words.

The Swedish linguist Adolf Noreen (1854–1925) also used the word morpheme (or rather, its Swedish counterpart morfem) in a somewhat idiosyncratic way. For Noreen, a morpheme was an expression with a unitary associated meaning, defined recursively so that affixes, words, and phrases all count as morphemes: dog, -s, dogs, big dogs, etc. are all morphemes on this view, which goes together with a usage of phoneme that allows it to apply to arbitrarily long segments of phonetic form, rather than to an individual segment. He was followed in this usage of ‘morpheme’ by a few linguists in Scandinavia (including Valentin Kiparsky, father of Paul Kiparsky), but the notion did not catch on elsewhere.

A difference in practice between Europe and America concerned the role of meaning. As American structuralism solidified around an essentially behaviourist conception of language, meaning tended to be marginalized or disregarded altogether. Morphemes were supposed to have not only a form but an associated meaning, but a common assumption was that meanings were intrinsically unavailable for study in themselves, and so American linguists tended to be content with the observation that the difference between one morpheme and another corresponded to some difference in meaning without feeling a need to say much about what the actual meanings involved might be.

European linguists of the period were much more interested in descriptive semantics, and this had consequences for their work in morphology. Roman Jakobson, in particular, took the principle that a morpheme has a meaning to the conclusion that this meaning ought to be unitary, even in cases where some apparent diversity appeared to be present. Jakobson’s (1936) study of the category of Case accordingly attempted to propose a unitary common meaning (‘Gesamtbedeutung’) for each of the formally distinct nominal cases of Russian, with results that have been debated ever since. This line of research produced a variety of studies in response, but since the work has formed a part of the research tradition more in semantics than in morphology, it will not be pursued further here. The related industry within morphological analysis of decomposing morphosyntactic features into component values also does not bear directly on our concerns here.

2.1.4 Termites in the Foundations of the Structuralist Morpheme

The picture structuralist morphology led to is one on which morphemes (construed as sets of allomorphs) have on the one hand a meaning and on the other hand an instantiation in a particular phonological alternant. The principles in (1), then describe the (ideal) relation of meaningful morphemes to the allomorphs composing the phonological representation of the word form. This idealization is rather at odds with the empirical facts, however, and in this section I survey some of the ways in which it is inaccurate. Most of these were recognized already by Hockett (1947); somewhat unaccountably (to a later reader), Hockett seemed to feel that giving each of the problematic cases a name sufficed to resolve the difficulties they appear to pose for the theory of the morpheme.

The phenomena of circumfixation (e.g. Indonesian kebebisan ‘freedom’ cf. bebis ‘free’; kedatangan ‘arrival’, cf. datang ‘come’: Sneddon 1996: 35ff.) and infixation (e.g. Sundanese [image: images]araian ‘to wet’ (PL), SG [image: images]aian: Robins 1959; or Koasati hocífn ‘smell-2SG’, cf. hófn ‘smell-3SG’: Kimball 1991) demonstrate that the phonological expression of a morpheme is not necessarily continuous and indivisible, since (part of) the expression of some other morpheme may interrupt it. Some authors (e.g. Corbin 1987) have attempted to argue that genuine circumfixes do not in fact exist, and that apparent instances can always be decomposed into the combination of an existing prefix and suffix. These arguments are not convincing, however, for languages of the Indonesian type (where the meaning and distribution of a circumfix may be unrelated to properties of any prefix and/or suffix); and in any event, the formal problem is the same for infixation (where the stem into which the infix is inserted becomes in effect a circumfix). Some generalization of the phonological form of allomorphs, perhaps along the lines suggested by McCarthy (1981) is thereby indicated, and such an extension does not appear to compromise the essential content of the traditional notion of the morpheme in fundamental ways.

Closely related is the problem of multiple exponence : systems in which the same category is marked in multiple places within the form. An example is provided by negation in Muskogean languages such as Choctaw (Broadwell 2006: 148ff.). In this language the affirmative form iyalittook ‘I went’ corresponds to the negative akíiyoki-ittook ‘I didn’t go’. There are several separate aspects of this latter form that mark negation: (a) one set of subject markers is replaced by another (-li is replaced by a-); (b) k- is prefixed to the stem; (c) -o(k) is suffixed; (d) the stem vowel carries an accentual feature of length; and (e) the optional suffix -kii has been added. Such multiplication of markers is similar to the circumfix case, but some of the morphemes involved may be linked to other things as well (and may have independent motivation).

Verbal agreement in many languages involves multiple marking of the same content. A simple example (for which see e.g. Aronson 1982) is the Georgian verb movdivar ‘I come’, where both underlined v’s indicate first person subject (cf. modixar ‘you come’). Another example is provided by class marker (gender) agreement in Batsbi5 (Harris 2009), a Northeast Caucasian language as illustrated in (2).
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The verb here contains three separate instances of the marker d, all triggered by agreement with the noun class or gender of the object c’a ‘house’.

Particularly exuberant expression of the same verbal argument in multiple places in the form is characteristic of the Kiranti languages of Nepal, such as Limbu (van Driem 1997). The histories of these languages appear to involve multiple repetitions of the coalescence of an inflected auxiliary with a preceding (independently inflected) main verb, leading to synchronic states of affairs in which two, three, or even more markers refer to the same argument: for example Limbu dza ŋ√[image: images]t[image: images] ‘I’m going to eat’, where both ŋ and the final schwa are markers of first person subject agreement. The Papuan language Skou (Donohue 2003) provides another instance in which multiple markers correspond to a single verbal argument, and where the history that has led to this situation can be reasonably established. Such examples demonstrate not only that multiple exponence is possible in agreement systems, but also that historical change is not constrained by a requirement that it not result in systems with this property.

The problems posed by various forms of discontinuous expression of the same content material for the principles in (1) would seem to be largely mechanical, but some authors (e.g. Halle and Marantz 1993; Steele 1995) have asserted, on the basis of a commitment to strictly discrete and local expression of morphosyntactic properties along the lines of (1), that multiple exponence can never occur in the morphological system of a natural language. As discussed in Anderson (2001), such a theoretical position must be rejected or modified in light of the many clear cases of this phenomenon in the languages of the world.

There are other, more fundamental difficulties. Consider first the existence of empty morphs, morphological material that does not correspond to any part of the meaning of the form in which it appears. For example, in several Algonquian languages, inflectional person marking prefixes such as Cree ki- ‘1st person’, ni- ‘2nd person’, and o-’3rd person’ are followed by an empty element -t- when added to a vowel-initial noun or verb (Wolfart 1973; cf. ospwākan ‘pipe’, otōspwākan ‘his pipe’; astāw ‘(he) puts (it)’, nitastān ‘I put it’). This element is the product of historical rule inversion: in earlier stages of Algonquian, stem-initial /t/ was deleted except when ‘protected’ by a personal prefix. This led to t/? alternations which were later resolved by treating all of the relevant stems as vowel initial, and introducing a /t/ precisely when such a stem (including both original t-stems and those originally beginning with a vowel) is preceded by a personal prefix.

Derivational examples include the underlined material in English crime/criminal, page/paginate, sense/sensuous, habit /habitual/habituate; Spanish madre/madrecita (cf. co-madre/co-madrita); or Russian slog ‘syllable’, slogovoj ‘syllabic’ (cf. odno-složnyj ’monosyllabic’). Similar formations are found in vast numbers of languages, and compromise the notion that morphemes always have semantic content (or else that words are always exhaustively analysable into morphemes).

A distinct but related problem is posed by superfluous morphs. These are elements that can be shown to have content in some of their occurrences, but where that content is inappropriate in others. The most widely cited example of this situation is the feminine formative that appears in Romance adverbs like French doucement ‘sweetly, gently’. Feminine agreement is quite unmotivated in French adverbs, and appears only as the historical reflex of their origin in a construction with an adjective modifying the feminine noun mēns (ablative mente).

This is by no means an isolated example: consider, for example, the th and vowel change in English lengthen, strengthen, or the t in heighten. Note that for example lengthen means ‘to make long’ and so we should expect *longen, *strongen, *highen (like shorten, weaken, shorten). The formation of strengthen, lengthen, heighten on the basis of strength, length, height rather than the semantically more appropriate strong, long, high is motivated not by its apparent morphological composition but rather by a phonological condition discussed by Siegel (1974), to the effect that causatives and inchoatives in -en can only be formed from bases ending in an obstruent. In the resulting form, we must say either that the additional ‘morpheme’ has no meaning, or else that this meaning is somehow disconnected from the meaning of the whole word.

The complementary problem is presented by zero morphs, instances where some aspect of a form’s content is not reflected at all in its form. The poster child of such formation is the Russian genitive plural of nouns like dáma ‘lady’, GENPL dam. Treating such cases by positing a morpheme with no phonological content, but only a meaning, is a time-honoured form of analysis, but that does not mean it is really consistent with the classical understanding of the morpheme. Jakobson’s (1939) eloquent defence of such zeros as the way to analyse cases like that of the Russian genitive plural certainly demonstrates that forms with no overt marker can be opposed to other forms within the same paradigm just as affixed or otherwise marked forms can. That does not, however, show that the appropriate way to do that is to posit a ‘minimal same of form and meaning’ with no overt form. Describing this situation by appeal to a ‘zero morph’ does not provide a solution to the problem, but only a name for it. It seems simply to be a fact that many words have morphological properties that are not reflected in any way in their surface shape.

The presumed separability of morphemes is compromised by the existence of overlapping morphs. In Breton, for example (cf. Press 1986), e dad ‘his father’ contrasts with e zad ‘her father’ (cf. tad ‘father’). Here the possessor is marked by the preceding e and the particular mutation of the initial consonant that is associated with it. As a result, the initial segment of the noun is simultaneously part of the exponent of the possessor and that of the stem. The limiting case of this is what Hockett (1947) called portmanteau morphs, like French au = à le where the two elements are coextensive and coincide completely in a single undecomposable form.

Similar are cumulative morphs, such as the suffix -ō of Latin amō, ‘I love’ which realizes in a single segment the categories of person, number, tense, mood, and voice that are parcelled out among multiple components of other members of the paradigm such as amābam ‘I loved, was loving’. Another clear example of such cumulation of categories in a single marker is the Finnish Nominative Plural ending -t, as in talo/talot ‘house/houses’ (compare Partitive taloa/taloja, where case and number are expressed separately).

The classical conception of the morpheme suggests that every word can be exhaustively decomposed, on the one hand into a sequence of meaning elements, and on the other into a sequence of phonological substrings, such that the relation between the constituent elements of the two sequences is one-to-one (and ‘onto’ in both directions, for the mathematically inclined). The facts just surveyed, among others, suggest that this does not correspond to the general case, and thus that words cannot be required to be analysed as sequences of morphemes in this sense. Comparable sorts of problem with the ideal agglutinative picture are just what characterize ‘inflectional’ languages in the classical typology. When we incorporate the necessary emendations as codicils to the theory of the morpheme, the general picture becomes quite unconstrained as far as the relation between phonological and semantic form and thus loses much of its original appeal.

There is also another, quite different, set of problems for the classical picture of words as made up of morphemes. Because words are presumed to be partitioned into discrete, separable morphemes, the basic form of this theory holds that all of the phonological content relevant to signalling morphological content should be uniquely assignable to concrete segments. But sometimes the aspect of a form’s phonological shape that indicates some aspect of its content does not consist of segments (or parts of segments) at all. Trivially, this is true for ‘zero morphemes’, since they have no phonological content, but more fundamental difficulties have long been recognized.

Quite widespread in many languages are various formations that can be subsumed under the general heading of apophony, including ‘Umlaut’, ‘Ablaut’, ‘gradation’, and others. Consider the relations among the forms of English strong verbs, such as sing, sang, sung (cf. also song), or (American English) dive, dove. Their analysis poses a classical problem that was discussed in great detail in a landmark paper by Hockett (1954). When we ask what the correct analysis of for example sang is, several possibilities present themselves, none of them entirely satisfactory from the point of view of the traditional morpheme.

We might say that the past tense morpheme here has a zero allomorph, and that sang is a predictable allomorph of sing that appears before this past tense zero. This sort of analysis was deplored early on by Nida (1948): it involves saying that the thing we cannot see, the zero, is what signals that the verb is past tense, while the thing we can see, the vowel change, is analysed as a mechanical concomitant of this. The result does not correspond to any plausible intuition about how form and content are related.

Alternatively, we might treat the vowel /æ/ as the past tense marker, but then we are forced to say that verbs like sing/sang have a Semitic-like consonantal stem(/s—ŋ/) and unlike others, a distinctive present tense marker /I/. Apart from its basic implausibility, this account has trouble with verbs like dive that show (for many North American speakers) two alternative past forms, weak (dived) and strong (dove). The analysis in question has the consequence here that the two past tense variants are related to identical present tense forms that nonetheless represent totally different structures.

Another possibility is to say that the past tense marker in sang is a ‘replacive’ morph (/i/→/æ/), not a piece of phonological content in itself but an operation on the content of the stem to change its vowel. It is quite difficult to see how the procedures of segmentation and classification appealed to in structuralist theories could ever discover an element of this sort. More importantly, perhaps, it is difficult to see how such an operation of replacement is consistent with the notion that a morpheme is an association of meaning and form, with some concrete piece of the phonological form signalling the corresponding meaning of past tense. Here what we really want to say is not that some aspect of the shape of sing indicates past in itself, but rather that past is indicated by the relation between sing and sang.

Examples abound in language where it is such a relationship between forms that indicates their respective morphological content, and not some discrete affix added to one or the other. Apart from tense in strong verbs and a few nouns with residual Umlaut plurals (mouse/mice, (wo)man/(wo)men, etc.), English is not often thought to offer many instances. In fact, though, they are easy to find if one includes relations other than inflectional ones: consider pairs such as, sell/sale, blood/bleed, food/feed, etc., where vowel differences serve morphological functions, and believe/belief, prove/proof, speak/speech, bath/bathe, breath/breathe, glass/glaze (provide with glass), use ([jus], noun)/use ([juz], verb), in which consonant changes operate in the same way.

Consonantal alternations marking inflectional categories are found in some languages. For example, Uralic languages often show a system of consonant gradation that depends on syllable structure: thus, in Finnish at the beginning of a short, closed syllable geminate stops become single, and single stops become (the reflexes of original) voiced segments. In the Saami languages, final nasals have been lost, and as such there is no longer an overt suffix to mark the genitive (typically homophonous with the accusative). The gradation alternations originally associated with the addition of a final nasal in these cases remain, however, as the only marker in some paradigms. Thus, North Saami (Sammallahti 1998) has alternations such as guolli ‘fish’, GEN/ACC guoli; giehta ‘hand’, GEN/ACC gieđa, etc.

Fula (West Atlantic) has a system in which every stem potentially occurs in three distinct shapes that differ in the category of their initial consonant. These form three grades, a ‘continuant’ grade, a ‘stop’ grade, and a ‘nasal’ grade. Without going into the complex phonological details of this system (see Arnott 1970 and Anderson 1976 for discussion), the choice of one grade or another constitutes part of the agreement system both for nouns and adjectives and for verbs. Each of the more than two dozen noun classes of the language is associated with a specific grade, and ‘the stem-form appropriate to each class is as much a grammatical feature of the class as the concord-marking suffixes’ (Arnott 1970: 93). Similarly, the choice of a nasal-grade form of the verb stem marks a plural or post-posed subject as opposed to a preposed singular subject.

Particularly difficult for the notion that morphological markers are always to be identified with some distinct substring within a word are cases where the marking instead is by subtraction. A class of nominals in Icelandic (e.g. hamr ‘hammering’ from hamra ‘to hammer’) have been widely cited in this regard. In these forms, we can show phonologically from the distribution of vowel length and other properties that the noun is formed from the infinitive by deleting the final /–a/ that marks infinitives (see Orešnik and Pétursson 1977 for discussion).

In the structuralist literature, the most widely cited example of subtractive morphology was the supposed formation of masculine adjectives in French by deleting a final consonant from the feminine. This is almost certainly not the right analysis of this case, however; the feminine is instead formed from the masculine by adding a final schwa, preserving a final consonant that would otherwise be lost, as suggested by the orthography (and supported by other considerations: see Anderson 1982a and much other literature on the phonology and morphology of French). Although this example is probably not valid, other instances of subtractive morphology surely do exist.

In such cases, there is no requirement that the deleted material be a ‘morpheme’ in its own right. In the Icelandic nominals referred to in the previous paragraph, the deleted -a is in fact the infinitive suffix, but since all infinitives (the bases for the formation) end in this element, it is not possible to distinguish the phonological and morphological characterizations of the deleted material. In other cases, however, the deleted material clearly does not have any distinctive morphological value. In the Muskogean language Alabama, for instance, plural forms of verbs are made by deleting the rhyme (nucleus plus coda) of the final syllable of the stem: balaa-ka ‘lie down (SG)’; bal-ka ‘lie down (PL)’; batat-li ‘(I) hit once’; bat-li ‘(I) hit repeatedly’; kolof-li ‘(I) cut once’; kol-li ‘(I) cut repeatedly’ (Broadwell 1993). In Huichol (Uto-Aztecan; cf. Elson and Pickett 1965: 48f.), perfective verbs are formed from imperfectives by subtracting the final syllable, which is not itself a distinct marker of any category: nepizeiya ‘I saw him (and may see him again)’, nepizei ‘id. (for the last time)’; pïtiuneika ‘he danced (and may start again)’, pïtiunei ‘id. (and will not again)’. In all of these cases, a category is marked precisely by the absence of some phonological material we would otherwise expect, and not by the presence of some marker.

Another way to mark morphological categories formally (but without adding material to the form) is by metathesis. The best known proposed example of this is from the Salish language Klallam, where a sort of imperfective form of the verb is made by inverting the order of the stressed vowel and a preceding consonant: čkwú–t ‘shoot’, čúkw–t ‘shooting’. Comparable formations appear in a number of related languages of the family. In some instances, there is controversy about the correct analysis, but there is good reason to believe that in at least some of the languages involved, morphologically conditioned metathesis is definitely present (see Anderson 2004 for discussion and references). At least in Saanich, the incompletive category in question clearly involves a morphologically conditioned rule, and the relation between completive and incompletive is marked precisely by the relation between CCV and CVC.

Another apparent example from outside Salish is suggested (Mel’čuk 1997: 297) in the Kartvelian language Svan, where transitive causative verbs are related to intransitives by means of a similar CCV↔CVC difference: cf. li-deg ‘go out’, li-dge ‘put out’; li-k’wes’ ‘break (INTR)’, li-k’ws’e ‘break (TR)’. Such signalling of morphological content by means of the re-arrangement of existing material, rather than by the addition of a distinct marker, is difficult to reconcile with the traditional notion of the morpheme.

Similar difficulties are presented by marking based on exchange relations as in Diegueño (Yuman; Langdon 1970), ł yap ‘burn (SG)’, ł ya:p ‘burn (PL)’; sa:w ‘eat (SG)’, saw ‘eat (PL)’. Here the singular/plural relation is signalled by an interchange in the value of vowel length. Also problematic for the classical morpheme are relations based on chain shifts for example Saami (‘Lappish’), where as already noted, the genitive is related to the nominative base in many nouns as geminate stop to simple voiceless stop, or simple voiceless stop to voiced (/pp/→/p/, /p/→/b/). As in the other types discussed here, there is no constant content to the formal expression of the category (here, genitive).

If we wish to maintain that words are exhaustively composed of morphemes, and that morphemes in their turn are discrete units representing the association of a part of the word’s sound with a part of its sense, all of these types of morphological marking pose problems. From their examination, it becomes clear that not all components of a complex word’s content are indicated by distinct affixes in the way this picture would suggest.

In fact, problems of this type are not limited to the domain of phonological expression. Consider: if every morpheme is an association between some form and some meaning, it ought to be the case that adding a morpheme involves adding some form, and as we have seen, that is not always the case. But it ought also to be the case that adding a morpheme entails adding some meaning, and that is not uniformly the case either. Again, there are zero cases: the empty morphs, where an added piece of form corresponds to no added meaning. There are also the superfluous morphs, where the morpheme has a meaning, but this meaning does not contribute to the sense of the form in which it appears.

More interestingly, there are also semantic analogues of subtractive morphs, where adding a formal ‘morpheme’ actually removes some of the semantic content of the base form. Consider some pairs of Icelandic verbs distinguished by the presence of the ending -st, such as gleðjast ‘rejoice’, gleðja ‘gladden (tr.)’; kveljast ‘suffer’, kvelja ‘torture (tr.)’; týnast ‘be, get lost’, týna ‘lose’, and many others (see Anderson 1990; Ottósson 1992 for discussion). Here the -st marker has the effect of detransitivizing the basic verb, removing from its meaning the components characterizing a causative relation between an agent and some state of affairs.

We could represent the semantics of the transitive bases here as something like (CAUSE X, (BECOME (P y))) (e.g. ‘SBJ causes OBJ to become happy, to suffer, to be lost, etc.’). The addition of the ending -st has the effect of removing the highest predicate (CAUSE x,y) from this structure (and also deleting the corresponding argument position and/or θ-role from the syntax). Phonological and morphological arguments show that -st is added to the base; syntactic and semantic ones show that the form with -st has less semantic content than the related transitive (i.e. what is involved is not simply something like the binding of the agent variable with an impersonal operator, or the like).

The conclusion is that the addition of the -st ‘morpheme’ here has a subtractive effect on the meaning of the resulting form, parallel to the phonologically subtractive effect seen in other examples earlier in this subsection. Similar examples can be found in many languages, where intransitive verbs are morphologically more complex than corresponding causative transitives. This fact is typically concealed in analyses by glossing the additional marker as something like ‘DETRANS’ so that it appears to add something to the meaning, but when we ask what that something might be, it turns out that the effect of the marker is actually to eliminate some of the semantic content of the base. Semantically subtractive markers are just as problematic for the notion of words as uniformly composed of traditional morphemes as phonologically subtractive ones. As in the case of phonaesthemes, the fact that such examples rely on the lexical semantics of the items in question suggests that corresponding cases will not be found in the domain of inflection, but they nevertheless bear on the general tenability of the classical conception of the morpheme.

If we take seriously the evidentiary value of the morphological types surveyed in this section, it is evident that the most we can say in general about the analysis of words is approximately as in (3).

(3) [image: image]

This is more or less equivalent to Saussure’s original recognition of the existence of partially or relatively motivated signs, and offers no particular privileged status for a unit like the morpheme as traditionally construed. Nonetheless, linguists continue with disconcerting regularity to regard analyses such as the decomposition of unavoidable into un+avoid+able as if it provided a perfectly general model of word structure.

2.1.5 The Fate of the Morpheme in Post-Structuralist Grammar

Many of the difficulties noted in Section 2.1.4 for the concept of morpheme were quite familiar to structuralists, and formed the basis for a somewhat contentious literature devoted to their resolution. Nonetheless, the basic idea that words were to be regarded as exhaustively composed of morphemes, where these were elementary units linking phonological form with meaning, was not really challenged. This was felt to be secure on the basis of the wide range of cases for which it provided a perfectly satisfactory basis for analysis. The difficult cases would have to be resolved somehow, perhaps by tinkering in various ways with definitions, but were not taken to pose fundamental difficulties for a notion that generally worked well in daily life. Of course, the view that the earth is flat is also consistent with a wide range of observations, provides a satisfactory basis for most of our projects, and generally works well in daily life.

The rise of generative theories of language in the 1950s and 1960s involved a rejection of many of the tenets of structuralism, but nonetheless built on structuralist notions in many ways. As a student of Zellig Harris, Chomsky inherited some of the conceptual apparatus of American structuralism, and as a student of Roman Jakobson, Halle brought the perspective of that particular version of European structuralism.

The innovative character of the new approach to language resided in its insights in the areas of syntax and phonology, and these were the domains that occupied scholars’ interests. Morphology in itself was not something that generative theory was much concerned with. Besides, the concrete domain of morphology seemed vanishingly small.

Recall that the nature of the classical morpheme suggests a division of morphological description between two subfields: allomorphy and morphotactics. But once generative phonology had abandoned the notion of a phoneme based on surface contrast, and with it the distinction between phonemics and morphophonemics, it appeared that the vast majority of variation in the shape of morphological units would be subsumed under phonology, leaving nothing in this area for morphologists to do but list the unpredictable (suppletive) forms.

And from at least as early as Chomsky’s (1957) analysis of ‘Affix Hopping’ in English it was assumed that the syntax could manipulate internal constituents of words, leaving little in the way of morphotactics as residue. This last move bears a mild irony, since in structuralist times it was assumed that syntax itself was nothing but the ‘morphotactics’ of larger and larger domains: generativists and structuralists were thus agreed on the unity of syntax and morphotactics, though they differed on where the action was in describing this set of phenomena. In any event, from the generative point of view there did not seem to be much independent substance to the study of morphology. With only minimal interest as a focus of independent attention, the morpheme’s appeal as a basic descriptive unit was not subjected to close examination, and so the structuralist conception was imported more or less unmodified into generative theories.

2.2 THE MORPHEME IN CURRENT THEORIES

Beginning with work in the 1970s, generative linguists gradually came to see that the abandonment of morphology as a distinguishable aspect of the structure of language was probably ill-advised. Regularities of variation in shape that are sensitive to morphological content appeared to follow principles that fell outside those of phonology, and the internal organization of words seemed to have quite different grounds from the organization of words into phrases and sentences. As the reductionist waters of the initial results of generative inquiry receded, a lost continent of morphology came back into view. The most natural assumption for most linguists was that this was a land populated primarily by morphemes of the traditional sort, and that interpretation has persisted at least in the rhetoric of adherents of several distinct theoretical positions.

2.2.1 The Rediscovery of Morphology

The retention of the structuralist ontology is clear in the papers that provided the early charter for the investigation of morphology within generative grammar. Halle (1973: 3f.) notes that ‘the assumption has been made quite generally that a grammar must include a list of morphemes as well as rules of word formation or morphology’ and that ‘the list must include not only verbal, nominal, and adjectival roots but also affixes of various sorts’. Halle’s paper does not challenge the assumption that the items on this list are essentially associations between phonological and semantic content, though he does add, in accord with the much greater importance attributed to syntax at the time than in structuralist work, that ‘[i]t is all but self-evident that in the list of morphemes the different items … must be provided also with some grammatical information. For example, the entry for the English morpheme write must contain the information that it is a verbal root, that it is a member of the “non-Latinate” portion of the list (it is by virtue of this fact that it is allowed by the rules of word formation to combine with certain affixes and not with others), that it is among the small class of verb stems that undergo the so-called “strong” conjugation, etc.’

Halle’s account of morphology in his 1973 paper is primarily a treatment of the ways in which the morphemes on this list can be combined into larger structures to make words. He does depart from previous assumptions in assuming that some of the information associated with words is linked to them as wholes, and not contributed directly by any of their constituent morphemes. This necessitates a list of the words of the language, its ‘dictionary’, which is separate from the list of morphemes and serves as a filter on the output of word formation, sanctioning some combinations and disallowing others while adding word-specific information, such as the idiosyncratic sense of recital as referring to a concert by a soloist (and not simply an act of reciting), whether a particular word is or is not subject to certain phonological processes such as tri-syllabic shortening, whether the existence of a given word does or does not block other comparable formations, etc.

Halle’s (1973) architecture for morphology seems to involve a non-trivial amount of duplication between the effects of rules of word formation and the content of the ‘dictionary’, and was not widely pursued. His attention to words (and not simply morphemes) as the locus of significant properties was, however, taken up and expanded in another of the foundational works on morphology of the period, Aronoff (1976). The influential theory presented in that book was based on the notion that word formation rules, rather than simply organizing elements from a list of morphemes into larger structures, operated on entire words as basic elements, relating them to other words.

Aronoff ‘s word-based morphology comes closer to being based on what I have described in Section 2.1.1 as Saussure’s view of the sign, but does not in the process dispense with a reliance on morphemes. He does point out yet another class of problems for the traditional morpheme: prefix–stem combinations in English like prefer/confer/presume/consume etc., where there is apparently internal morphological structure but where neither the prefix nor the stem can be assigned a semantic interpretation on its own. Nonetheless, the words in a language’s lexicon that serve as the inputs and outputs of word formation rules are assumed to be structured concatenations of rather traditional morphemes, once provision is made for such cases.

These morphemes are presumed to be identifiable by the rules of the morphology, and to be accessible in the structural descriptions and structural changes of those rules. For example, Aronoff invokes a set of rules of truncation, one of which serves to suppress the -ate of navigate in the formation of navigable. He proposes that such rules have a quite specific form: they always have the function of deleting a specified morpheme (here, /-At/) in the environment of members of a list of other morphemes (here including /-[image: images]bl[image: images]/). The validity of this analysis6 is not at stake here: what matters to the present account is the reliance it places on the conception of words as composed of rather traditional morphemes, even though the word formation rules themselves operate on words as wholes.

Other work in the ensuing development of a generative approach to morphology was quite explicitly based on classical morphemes as the basic structural unit. Selkirk (1982) for example treats the analysis of word structure as the extension of syntactic principles (such as ‘X-theory’) to word internal domains, where they would serve to organize morphemes in hierarchical structures entirely comparable to the syntactic organization of phrases. Another important paper of the time, Williams (1981), is explicit in suggesting that morphological relatedness is to be reconstructed as the sharing of morphemes, where these are organized into structures that derive their overall properties through a notion of ‘head’ deriving from syntactic theory. Williams (1989) argues that these structures are grounded in the same notions of ‘head’ and ‘projection’ that operate in syntax, although the actual substantive parallels he cites seem rather inconsequential. Lieber (1980, 1992) pursues a very similar line, construing morphology as the ‘syntax of words’ in a manner that recalls, with allowances for differences in the overall theoretical context, the structuralist account of syntax as essentially the ‘morphotactics of words’.

All of this work is fundamentally based, explicitly or implicitly, on the assumption that words are to be seen as structured organizations of morphemes, where these basic elements are discrete units associating phonological, semantic, and syntactic information in essential accord with the structuralist principles in (1). Problems with this notion of the sort discussed in Section 2.1.4 are not generally discussed. Where examples are considered in which morphological information is indicated by some aspect of a form other than a segmentable stem or affix, this is attributed to mechanical manipulation of the word’s phonological shape by members of a vaguely specified class of ‘readjustment rules’ or ‘morphologically conditioned phonological rules’, whose operation is triggered by the presence of significant zero elements, perhaps in conjunction with ‘grammatical’ features of individual words or morphemes. Nida’s (1948) objection noted in Section 2.1.4 to the procrustean nature of such analyses is not generally addressed, or acknowledged.

2.2.2 Distributed Morphology and the Morpheme

Halle (1990) introduces a shift in the notion of the morpheme that serves as a bridge to later theories, in particular that of Distributed Morphology. In this paper, Halle assumes that morphemes are of two sorts, distinguished by their phonological nature. One type, concrete morphemes, are characterized by ‘a single fixed underlying phonological representation’. These are to be distinguished from abstract morphemes, which ‘do not have a fixed phonological shape’ and thus ‘lack a phonological U[nderlying] R[epresentation] in the vocabulary entries’.

Both types of morpheme are represented in the terminal strings of syntactic representations, but differ in that while concrete morphemes have a phonological shape, abstract morphemes are simply bundles of features ([Plural], etc.). They are then provided with a phonological interpretation through a set of spell-out rules: for instance, the English morpheme [Plural] is spelled out as /?/ following one set of nouns (sheep, man, moose, etc.); as /i/ after another set ending in /us/ (which is deleted in the plural), etc., and as /z/ by default elsewhere.

While the examples of abstract morphemes that he considers are inflectional in nature, Halle resists the suggestion that the distinction between concrete and abstract morphemes is equivalent to that between stem and derivation, on the one hand, and inflection on the other. This is because some inflectional elements (e.g. Spanish -mos ‘1PL verbal ending’) have a constant shape. On the other hand, some variation in shape does occur in concrete morphemes (e.g. man/men), but in that case it is described by the operation of ‘readjustment rules’.

Halle’s distinction between concrete and abstract morphemes is problematic on various grounds, but what is significant about it is the proposal that at least some morphemes constitute the basic components of words from the point of view of the syntax, but are only supplied with phonological form at a late point in the derivation through the operation of the ‘spell-out’ process. This conception is extended to all morphemes (stems and affixes) in Halle and Marantz’s (1993) presentation of the theory of Distributed Morphology. That theory implements the view that only the morphosyntactic properties of an element, and not its specific semantics or phonology, are relevant and visible to the syntax. ‘The terminal elements of the tree consist of complexes of grammatical features. These terminal elements are supplied with phonological features only after Vocabulary insertion…. Although nothing hinges on this terminology in what follows, we have chosen to call the terminal elements “morphemes” both before and after Vocabulary insertion, that is, both before and after they are supplied with phonological features’ (Halle and Marantz 1993: 114).

Within this theory, the traditional analysis of morphemes is partitioned among several parts of the grammar. Allomorphy, or the variation in shape of morphemes, is separated into three components. Phonologically conditioned variation, such as the variation in the shape of the English regular plural among the forms [-s], [-z], and [-[image: images]z] is governed by the normal phonology of the language. Unpredictable, suppletive variation (e.g. the fact that the plural of ox is formed with the ending [-[image: images]n]) is described by context sensitive rules of Vocabulary insertion. Finally, some variation such as stem vowel Ablaut in English strong verbs (e.g. sing/sang/sung) is described by morphologically conditioned (‘Readjustment’) rules manipulating the phonological form introduced by Vocabulary insertion.

Morphotactics, in contrast, is said to be described by the syntax. Morphemes (in the abstract sense of Halle) are distributed, both within and across words, by syntactic rule, and then phonologically realized by Vocabulary insertion. This picture would appear to predict that phonological units (introduced through Vocabulary insertion) would bear a straightforward, one-to-one relation to grammatical units arranged by the independently motivated rules of the syntax. If that were the case, we would expect the relation of form to content to be essentially the same as that envisioned by structuralist views based on morphemes conforming to the assumptions in (1).

This is not, however, the case, as a result of the presence of additional structure in the model. Halle and Marantz assume a level of representation (‘M[orphological] S[tructure]’) which intervenes between the output of the syntax and the process of Vocabulary insertion. A variety of operations can result in differences between the syntactically motivated structure and MS: these include insertion, deletion, or movement of morphemes; combination (of two types, ‘Fusion’ and ‘Merger’) of two or more morphemes into a single unit, or ‘Fission’ of one morpheme into two; and copying of features from one morpheme node to another.

Despite the claim (Halle and Marantz 1993: 121) that the manipulation of syntactic structure to produce MS occurs ‘only in highly constrained and fairly well understood ways’, the result is that the two can in principle be arbitrarily different from one another. As a result, if we take the output of the syntax to correspond to the representation of content, and MS to the (schematic) representation of form, the relation imposed between the two is no narrower than the formulation in (3): partially systematic, but not discretely localized as required by (1). This does not in itself, of course, argue that the theory is incorrect or misguided, but it does show that it does not result in analytic units that correspond to the traditional notion of a morpheme. Although ‘morpheme’ is used in two quite different senses (one for the abstract, phonologically uninterpreted objects that serve as terminal nodes in the syntax, and the other for the result of phonological interpretation of the elements of MS), neither articulates the same understanding as any of the traditional uses of the word.

2.2.3 Morphology without Morphemes

If the rather loose connection between form and content expressed by (3) is an accurate characterization of the structure of language in general, the presumption of a tight link between the two domains that is implicit in the classical notion of the morpheme is misguided, and morphological analysis should proceed on some other basis. A useful classification of theories due to Stump (2001b) separates contemporary morphological theories on the basis of a difference that can be seen as hingeing on their attitudes towards the traditional morpheme.

Lexical theories, on Stump’s analysis, are those where associations between (morphosyntactic) content and (phonological) form are listed in a lexicon. Each such association is discrete and local with respect to the rest of the lexicon, and constitutes a morpheme of the classical sort. In contrast, inferential theories treat ‘the associations between a word’s morphosyntactic properties and its morphology’ as ‘expressed by rules or formulas’ (Stump 2001b: 1). This allows the systematicities foreseen in (3) to be expressed, while not requiring the exhaustive one-to-one matching of form and content presumed by (1).

This distinction functions in combination with another to provide a substantive typology of theories. Orthogonal to the difference between lexical and inferential theories is that between incremental theories, on which a word bears a given content property exclusively as a concomitant of a specific formal realization; and realizational theories, on which the presence of a given element of content licenses a specific realization, but does not depend on it.

In these terms, the view which is most congenial to the traditional morpheme as the locus of form and content in close association is a lexical incremental one, like that of Lieber (1992). Distributed Morphology is characterized by Stump as lexical, in that it assumes a listed set of form–content associations, but realizational, in that the relation between overall content and overall form is looser than that presumed by a strictly morphemic analysis. Inferential-realizational theories include those of Matthews (1972), Zwicky (1985), Anderson (1992), and Stump (2001b) himself.

Inferential-realization theories represent, in effect, the complete abandonment of the traditional concept of the morpheme. In such a picture, a grammar includes a lexicon of basic forms linking semantic and morphosyntactic content with phonological form: these correspond to the ‘semèmes’ of Meillet and Vendryès (1924) or Martinet’s (1960) ‘lexèmes’. The formal exponents of grammatical content, however, the ‘morphèmes’ of these writers, are not elements taken from a lexical list, but rather the consequence of the application of modifications in form induced as the effect of a system of rules or relational formulas.

2.3 CONCLUSION

Several fundamental distinctions in linguistic analysis are thus seen to be bound up in the usage by linguists of the basic term ‘morpheme’. One of these corresponds to the basic nature of the sign relation as this was introduced into the study of language by de Saussure (1916 [1974]). Although virtually undiscussed in the literature over the past century, the question of whether this relation holds between the form and content of whole words on the one hand, or more locally of minimal internal constituents of words, is a basic one. If the interpretation offered in this chapter is correct, this differentiated the views of Saussure from those of Baudouin de Courtenay and many who came after them, and persists today in the difference between lexical and inferential-realizational theories. Across time, an overt indication of positions in this regard has been the attitude taken towards the role of the morpheme as represented by the role such a term plays in a theory’s ontology.

A second, related difference can be traced back to that between Baudouin de Courtenay’s (1895 [1972]) use of ‘morpheme’ to include roots as well as affixes, vs. that of Meillet or Martinet for whom the word referred only to the markers of grammatical information, and not to basic lexical elements. Today that distinction corresponds to the difference between lexical theories of morphology, which assume that the lexicon contains all such elements of either sort, and inferential theories, which treat grammatical information as marked by grammatical mechanisms distinct from the insertion of lexical material.

The word ‘morpheme’ is one of the most basic terms in linguistics, one which students are expected to control almost from the beginning of their study of the field. Linguists of many persuasions use the word freely, if only as a descriptive convenience, even when their theoretical commitments are not consistent with the idealized picture of word structure inherited from our structuralist forebears. We assume that both the intension and the extension of the term are virtually self-evident, but it turns out on closer examination to hold the keys to some of the deep questions we can ask about the nature of language. One of these, indeed, is whether or not there is any such thing as a ‘morpheme’.
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1 See Mugdan (1986) for further discussion of this and other uses of ‘morpheme’ and its cognates in other languages by linguists from Baudouin to the present day.

2 It is worth noting that the word phoneme as used at that time had none of the connection with distinctiveness that it acquired in later structuralist usage. Phonème was originally suggested by Antoni Dufriche-Desgenettes as a term for a (basic) speech sound. Mugdan (2011) argues that Dufriche’s sense of the word involved a degree of abstractness beyond that of the physical speech sound, but not involving a criterion of distinctiveness. Saussure’s own use of the word phonème was rather idiosyncratic, but these matters need not concern us here. See Anderson (1985) for some discussion.

3 The ‘word’ is probably not the right unit to employ here, in any of its (diverse) standard senses, since much the same must be said about multi-word expressions whose meaning is not compositional. I ignore that complication here.

4 The account in this section largely follows that of Anderson (1992: ch. 3).

5 Also known in the literature as Tsova Tush.

6 In fact, following the insightful observations of Corbin (1987) concerning truncation in French, Anderson (1992) proposes that what is truncated in such a case is precisely not a morpheme in the classical sense. On that account, truncation is a component of word formation processes (such as the one that forms adjectives in -able from verbs) that serves to accommodate material in words borrowed from another language that has morphological significance in that language, but where the morphology involved is opaque in the borrowing language. This issue is not directly relevant here, but it should be noted that the existence of truncation phenomena, on this account, does not furnish evidence for the significance of morphemes.


CHAPTER 3

FEATURES IN INFLECTION

GREVILLE G. CORBETT

3.1 WHY FEATURES?

IF we are analysing a small text or a substantial corpus, or even trying to describe a whole language, it makes sense to separate off and describe manageable parts of the problem. We find instances like English hats, where the comparison with hat leads us to analyse hats as consisting of the lexical meaning (piece of headgear) and the more abstract grammatical meaning PLURAL. We note further that hat is also analysable as having the same lexical meaning, but being SINGULAR. Hat and hats contrast in NUMBER ; they show the SINGULAR and PLURAL values of the feature NUMBER. Features like NUMBER are the normal means of modelling linguistic information of this type. They are particularly valuable where cross-cutting generalizations are found (as here where grammatical meaning cross-cuts lexical meaning). We can now generalize across other lexical items: women is like cats in being PLURAL, though this is marked in a different way. We can go further and generalize across parts of speech: English determiners also distinguish NUMBER (this ~ those) as do verbs (wears ~ wear), though there is an interesting difference here, to which we return in Section 3.2. We can see generalizations across languages: many have a NUMBER feature which bears comparison with that of English. There can be differences as to which nouns differentiate NUMBER, there may be other feature values involved (such as DUAL), but there are also commonalities. Further discussion of the nature of features can be found in Corbett (2012).

3.2 FEATURES FOR DIFFERENT COMPONENTS

Features are of various types. There are the straightforward ones which apply within a single component. For instance, phonological features such as ± NASAL or ± APPROXIMANT are restricted to the phonological component (see Clements 2009 for a clear overview of phonological features). Thus it is claimed that syntax is phonology free (Zwicky and Pullum 1983; Pullum and Zwicky 1988); we do not find syntactic rules making reference to ± NASAL ; there cannot be a rule of the type: ‘verbs beginning in a + NASAL segment are clause initial’. In addition there are features which apply across different components. Svenonius (2003: 376) nicely terms these ‘interface features’. The first to be discussed were morphosyntactic features (Matthews 1972: 162), which have a role in syntax and in morphology. These will figure large in our discussion; another key type of interface features is the morphophonological features, which naturally straddle morphology and phonology.

3.3 DESCRIBING MORPHOLOGY WITH FEATURES

In order to lay out the features which may be required to describe morphological systems, it will be helpful to start with an abstract and idealized schema, and only then concentrate on real examples. The ‘language’ described will have some lexical items with accidental resemblances to English; the semantics can be assumed to be similar, but the morphological properties will prove rather simpler than those of English.

Consider these related forms in our hypothetical language: play ~ played, show ~ showed; there are many more like this. The forms in –ed are used for reference to the past, while those without the suffix are for the present. As arguably in English, we have a regularity which affects only the meaning and the morphology, hence a morphosemantic feature of TENSE.1 Of course, there will be adverbs that are felicitous with one or other tense value, but that is a matter of semantic compatibility. This situation is what we might have expected, in that the information concerning tense is found ‘where it belongs’, namely on the item to which it most closely relates. Even in this simplest case, there is more that we may need to say. As in real English, hypothetical English does not allow *boyfriended ‘former boyfriend’, *nexted to the window ‘formerly next to the window but since moved’ nor *pinked ‘formerly pink, but subsequently dyed another colour’. That is, there is a condition on the morphological part of the regularity: it applies only to items of the right part of speech, namely verbs.

There are apparently similar features which additionally have a role in syntax. Suppose our language has agreement in number. If there is agreement of the verb with the subject in number, this means that we have information about the number of the subject ‘in the wrong place’, namely on an item to which it does not directly relate (the point alluded to in Section 3.1). This number marking is determined by syntax, specifically by a rule of agreement. In this case NUMBER is called a morphosyntactic feature: it is an interface feature since it is involved in a rule of syntax and a rule of morphology. However, it still has a semantic side (morphosyntactic features need not match semantics completely, but equally they always reflect semantics to a considerable degree).2 The morphosyntactic features should be distinguished from the morphosemantic ones for the conceptual reason just given, and since they are different typologically: morphosyntactic features are more limited in number, and they tend to correspond more closely across languages. However, many linguists do not distinguish them and use ‘morphosyntactic feature’ as a general cover term to include also the morphosemantic features.

In our hypothetical language, the forms for tense and those for agreement might be constant across all verbs. Imagine the plural marker is -z, which gives forms such as these: run (SG) versus runz (PL). But now we find other instances of the following type: rop (SG) robz (PL), sak (sg) sagz (PL) and many more. In fact looking further we find that this language has no final voiced stops. We treat this as a general rule of phonology. The phonological rule applies through the morphology as elsewhere, referring to the phonological feature ± VOICE, and there is nothing the morphological component need say about it.

Our hypothetical language is indeed simple, but there is nevertheless more work to be done to characterize its morphology. We need to establish a list of the features and of their values. We then need to work out the rules of assignment to these feature values: what counts as past? Is there a today’s past distinct from a more remote past? Does ‘one and a half ‘ require a SINGULAR or PLURAL? Does the experiencer of a verb of perception stand in the dative, the AFFECTIVE, or the NOMINATIVE?

Next we need to establish the behaviour of forms which have complex featural specifications. For instance, if we have a verb which is morphosemantically PAST and morphosyntactically PLURAL can both specifications be expressed: is the form played-z (play-PST-PL) or play-z-ed (play-PL-PST)? Or are the two specifications expressed cumulatively by some quite different means, for instance play-n (play-PST.PL)? We also need to determine whether there are any interactions between features and their values: it might be, for instance, that GENDER is expressed in the SINGULAR but not in the PLURAL, or indeed that agreement in NUMBER is found in the PRESENT but not in the PAST.

Let us review the ground we have covered. To describe an inflectional system we need an account of the morphosemantic and morphosyntactic features which determine the different forms of lexemes. We shall need phonological features to describe the resulting forms, but in the simplest situation there will be no addition to the phonological rules required elsewhere in the language. It is now time to tackle a real system. Consider the paradigms of two Russian nouns. (These are presented in a transliteration of the standard orthography, which is largely morphophonemic.)

[image: image]

The CASE and NUMBER values assumed here can be justified relatively easily, though there are further values, and we return to one of these in Section 3.5.1. Nevertheless, we should ask how it is that we come to such an analysis. This was a major concern of the members of the Set-theoretical School (for which see van Helden 1993).

Specifically, since žurnal has the same forms, in the SINGULAR and in the PLURAL, for the case values NOMINATIVE and ACCUSATIVE, why do we suggest that there are two case values here? The method is set out more fully in Zaliznjak (1967/2002: 36–42), but see also Goddard (1982), Blake (1994: 29–30), or Corbett (2012: 75–9). We take different syntactic contexts (such as ja vižu … ‘I see … ‘), and collate the forms which fit appropriately into these contexts. If we had only the evidence of the first noun žurnal ‘magazine’, we would have to say that we had no evidence for different values of NOMINATIVE and ACCUSATIVE. However, when we put komnata ‘room’ into contexts with slots for subjects and for objects, these provide evidence for distinct feature values (the traditional NOMINATIVE and ACCUSATIVE). Hence we could claim that the two different instances of žurnal have different case values. Of course, there is more to it than that. The context must also be semantically constrained, and we may require alternative contexts in order to allow natural readings for different semantic classes of noun. In the straightforward instances we find that the expected features and values are established. Often, however, less clear instances emerge too.

An underlying assumption here is the principle that syntax is ‘morphology free’ (Zwicky 1992: 354–6). There are two sorts of justification for this assumption. First, we aim for simple rules of syntax (such as: ‘X governs the accusative’), and these rules do not select for different classes of noun. That is, we do not expect to find syntactic rules referring to morphological information (for instance, ‘verb X governs the ACCUSATIVE of nouns of like komnata but the NOMINATIVE of nouns like žurnal’). And second, in the instances which at first appear challenging for the principle, we find that analyses respecting it prove more insightful (Corbett and Baerman 2006; Corbett 2009a). In order to maintain this view, that of morphology-free syntax, we are willing to have žurnal as the realization of the feature specification NOMINATIVE SINGULAR and of the specification ACCUSATIVE SINGULAR. In other words the form žurnal is syncretic, realizing both the NOMINATIVE SINGULAR and the ACCUSATIVE SINGULAR specifications.

Morphosyntactic features are the key to inflectional morphology. Following our earlier discussion we see that they cross-cut lexical meaning. They also provide a classification which is orthogonal (cross-cutting) both to part of speech classification and to each other. As we saw, NUMBER may be relevant both to nouns and verbs, as in English. And in Russian, NUMBER and CASE are similarly orthogonal to each other. If we return to (1) above, the layout of the table with NUMBER as one dimension and CASE as another is more than just tradition. We need to be able to make statements about each feature, independently of the other. For example, the number value of the relative pronoun is determined by the number value of its antecedent (though the antecedent’s case value is not relevant). The preposition k ‘towards’ governs the dative case value (and has no ‘interest’ in the number value of the governee).

And yet, the situation is often not as clear-cut as this picture might imply. Morphosyntactic features have ‘penumbras’, where the situation is less neat; they have values whose status is less clear. Often this is evidence of past changes. Similarly there are relations between forms which appear to be phonological, and yet do not achieve the regularity expected of phonological rules. We return to these issues in Section 3.5. First, however, we should tackle the main outstanding problem: I have suggested that the different forms in (1) are not different in morphosyntactic terms (which respects the principle of morphology-free syntax). How then are they to be accounted for?

3.4 MORPHOLOGICAL FEATURES

The main issue is clear from (1) above. If we have established the morphosyntactic features and their values for a given language, this may be insufficient information for us to predict the forms of every lexeme. Specifically we cannot say for Russian what the marker of the ACCUSATIVE SINGULAR is. We can give the marker of the ACCUSATIVE SINGULAR only in respect of a given lexeme or set of lexemes. On the other hand, we do not need to give each form for each morphosyntactic specification separately: there are inter-dependencies between them. To make this clearer, it is worth moving on to a fuller account of the noun morphology of Russian (2):
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It is clear from this fuller picture that we cannot say what, for example, the form of the accusative singular is, without knowing the noun in question. But equally, the inflections are not distributed in a ‘pick-and-mix’ fashion across the lexical items: if we know one form, this has implications for other forms. Infact, the nouns of Russian can be analysed as falling into the four groups in (2),which we term inflectional classes (see also Stump, this volume). Traditional terminology has ‘declensional classes’ for nouns and ‘conjugation classes’ for verbs; we will treat them together as inflectional classes.

Thus we look at an inflectional class from two perspectives: its forms and its members. In terms of forms, we ask what they are, how far they differ from the forms of other inflectional classes, and how far they can be predicted; for instance, in (2) above, the instrumental singular komnatoj is a good predictor of other forms, while the instrumental plural komnatami gives no further information (see further Blevins, this volume, on interpredictability of forms). In terms of members, we ask which items belong in which class, and again whether this is predictable. For instance, if in Russian a noun denotes a female human there is a strong probability that it will inflect like komnata (apart from effects due to animacy). We can get a picture of the distribution of the nouns over these four main classes by calculating the membership of around 44,000 nouns; (2) gives the number in each class, to the nearest fifty, calculated from Zaliznjak (1977).

The intersection of these two properties—a shared set of forms and a specified list of lexemes—produces the type of situation where linguists use features. We can have a morphological feature INFLECTIONAL CLASS, with various values. For now we can say that žurnal ‘magazine’ belongs to inflectional class I, and komnata ‘room’ to inflectional class II. There has been a certain amount of empty rhetoric about the need for such features. The point is simply that we need a way of modelling the fact that lexemes can inflect differently for the same morphosyntactic feature values; this can be done through a morphological feature, or whatever else is used as an equivalent.

Consider for instance, Network Morphology accounts, which take full advantage of default inheritance (Corbett and Fraser 1993; Brown and Hippisley 2012). In such an account, a lexeme has various patterns of sharing with other lexemes, including those in different inflectional classes. For žurnal ‘magazine’, the fact that the DATIVE, INSTRUMENTAL, and LOCATIVE plurals are in turn žurnalam, žurnalami, and žur-nalax is not specific to that inflectional class, it is information shared by practically all inflected nouns of Russian. In fact, the amount of information that needs to be specified for inflectional class I is just that the NOMINATIVE SINGULAR is the bare stem, and that the GENITIVE PLURAL consists of the stem plus the inflection -ov. All the remaining forms have a wider distribution and can be inferred from elsewhere in the network of the inflections of nouns. In such an analysis, the inflectional class feature value functions as a hook to link the individual lexical entry into an inheritance network.

The data in (2) illustrate the obvious fact that different items may realize the same morphosyntactic specification with different forms. But there can also be different patterns of realization: as we noted earlier, inflectional class II has a unique form for the ACCUSATIVE SINGULAR, while in the other inflectional classes there is no such unique form. Equally, the inflectional classes are not entirely different. Some morphosyntactic specifications have the same realizations (see, for instance, the dative plural). Some patterns are shared too: inflectional classes II and III both have syncretism of DATIVE and LOCATIVE SINGULAR.

The picture presented in (2) covers many thousands of nouns, and so treating them with inflectional class features or equivalent makes good sense. However, as we noted earlier, what is unique to a particular class is the pattern (not all the forms are unique to the class). The fact that some forms are shared across inflectional classes means that on the one hand the child has fewer forms to learn, while on the other the task is more difficult, since this very sharing means that certain forms give the learner little indication as to the rest of the item’s paradigm.

The picture presented in (2) is representative, in broad outline, of many similar systems. But the picture can be radically different. Thus in Burmeso, a language of the Mamberamo River area of Western New Guinea, for which, see Donohue (2001), discussed in Corbett (2009b), the verbal inflectional classes have forms which are fully distinct. The effect is that any one form allows a complete prediction of the full paradigm.

We have concentrated on the most important type of morphological feature, namely inflectional class features. These are used to account for differential realization of features by segmental material, as in our example, and also by prosodic means. Other interesting but less important proposed types of morphological features are discussed in Corbett and Baerman (2006).

3.5 PATTERNS OF PAST MEANINGS AND PAST FORMS

Changes in both grammatical meaning and form leave behind patterns which may be synchronically more (or less) justified from outside the inflectional system.

3.5.1 Patterns of Past Meanings

If a morphosyntactic feature goes into decline, that can leave forms which are difficult to describe. The Slavonic family had a number system, consisting of SINGULAR, DUAL, and PLURAL. In most of the modern languages the DUAL has been lost, but it has left a remarkable set of remnants. Thus in Russian, it has left forms normally but not always identical to the GENITIVE SINGULAR. The remnant forms are severely limited in two ways. First they are governed just by the numerals dva ‘two’, tri ‘three’, četyre ‘four’ (also oba ‘both’, poltora ‘one and a half ‘, pol ‘half ‘ in compounds), provided they are in the NOMINATIVE case (or the ACCUSATIVE and are quantifying an inanimate). Second, there is a unique form just for a handful of nouns. For most nouns, the form matches the GENITIVE SINGULAR as given in (2). For example, dva žurnala ‘two magazines’, where žurnal is in the GENITIVE SINGULAR. Here the form is just as in cena žurnala ‘the price of the magazine’. The small number of nouns which have a special form in these circumstances are all in inflectional class I; they are: čas ‘hour’, šag ‘step, pace’, šar ‘ball, sphere’, rjad ‘row’, sled ‘footprint’, and the unique form is not used obligatorily for all of them. The unique form is distinguished by stress only. Thus dva časá ‘two hours, two o’clock’ shows the special ADNUMERATIVE, in contrast with okolo čása ‘about an hour’ with the normal GENITIVE SINGULAR. Thus we need an extra feature value to cover these various survivors of the old DUAL.

3.5.2 Patterns of Past Forms

The remnants of past forms are seen in morphophonological alternations (which can also be modelled with features). A clear set of examples comes from Russian, as presented in (3), based on Timberlake (1993: 835).5
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Take the following instances:

[image: image]

The infinitive forms have no alternation here: the consonant involved is one of those from the first column, those in the basic grade. For verbs of the type we are considering, the forms of the present tense have a consonant alternation: they take the forms from the second column (ALTERNATION 1). Historically these present tense forms trace back several centuries to changes known as the first palatalization of velars and the iotation of dentals and labials (Schenker 1993: 68–70).

We should consider the phonological part of this alternation. First the consonants involved form phonologically motivated groups. This becomes clearer as one scans the different outcomes in (3) above: the groups which share behaviours are the labials, dental stops, velars, and resonants. And second, there is an obvious phonological patterning to the alternations: thus where š is the alternating form of s, the voiced pair works in the same way ( ž is the alternating form of z ).

However, this is not just a matter of phonology. At the simplest level, there is no phonological rule of Russian requiring, for instance, that s be realized as š before u. We can see this in a verb of a different type:
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Thus we need to specify where an alternation will occur: it is not a matter of automatic phonology. Importantly too, it is not sufficient to specify that an alternation will occur, we need to specify which alternation will be found. As (3) shows, one and the same consonant can alternate in different ways in different morphological environments. For instance, s alternates to š in the examples we have seen. Elsewhere it can mutate to a palatalized variant ( sj ).

The morphological part of these morphophonological alternations, then, consists of two specifications. First there is the environment in which the alternation occurs: for some verbs it goes through the entire present tense, for others it involves the FIRST SINGULAR only, for others the SECOND and THIRD PERSONS SINGULAR and the FIRST and SECOND PERSONS PLURAL. And second, we need to specify which alternation is required; this corresponds to the columns in (3) above. The theoretical point should now be clear: we have a generalization (a mutation type) which cross-cuts the consonants involved and the morphological environments in which the particular alternation is found. This is exactly the situation which can be modelled by a feature, with the values MUTATION 1, MUTATION 2, MUTATION 3. It is possible, given enough ingenuity, to write some of these changes into the phonological representation, using various diacritics. But we should not deceive ourselves: however we represent these alternations, they are the remnants of phonological rules which are no longer productive. And attempts to treat the Slavonic alternations as phonology miss the implicational relations between the patterns, as pointed out by Spencer (2012a: 237–9). The alternations survive in the morphology, in environments which have to be specified, and which may now signal morphological oppositions in some instances.

3.6 THE ULTIMATE MORPHOLOGICAL DEFAULT

As we saw earlier, the shape of the paradigm is determined in large part by the morphosyntactic features. In (2) we had the dimensions of NUMBER and CASE, and these are what the syntax requires. We start from the assumption that the morphological paradigm will match this morphosyntactic requirement, and it often does, to a large extent. The fact that there is more than one set of forms answering the requirement points to the need for inflectional classes. Many of the sources of particular interest in inflectional morphology arise precisely from mismatches between the morphosyntactic requirement and the morphological realization. Thus syncretism, as discussed in relation to the Russian ACCUSATIVE, is precisely the situation where there are two morphosyntactic descriptions corresponding to single morphological form.

This natural assumption of matching between morphosyntax and morphological paradigms is allowed for in Network Morphology: there is a lexemic hierarchy, dealing with an item’s morphosyntactic patterning and a morphological hierarchy, which is concerned with the realization of forms, and these two are the same by default.6 The interest is in the nature of the overrides. In general, the overrides are not sufficiently serious to make one question the basic matching between the two featural descriptions. However, sometimes the mismatch is dramatic, and this leaves the key issue of what the morphological feature set looks like in such instances.

The Baltic language Latvian will help us address the issues. Latvian has the following undisputed case and number values.

(4) [image: image]

However, this paradigm is insufficient for the needs of the syntax. Veksler and Jurik (1978: 25), from whom the forms in (3) are taken, also include an INSTRUMENTAL, which is governed by the preposition ar ‘with’. There is no unique INSTRUMENTAL form, rather it is syncretic with the ACCUSATIVE in the SINGULAR and the DATIVE in the PLURAL. This is not something special about this class of noun; the same pattern of syncretism runs right through the language, including the personal pronouns. If we do not recognize the INSTRUMENTAL, then we have a preposition, ar ‘with’, which takes different case values according to whether the governed element is in the SINGULAR or the PLURAL. There is a similar problem with the following examples (Veksler and Jurik 1978: 87; see Corbett 2010 for fuller references):
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We see that other prepositions, according to the traditional account, take different case values in the SINGULAR and PLURAL. In fact all prepositions take the DATIVE in the PLURAL.

We wish to maintain a simple rule of government, rather than having government dependent on NUMBER, which would be an odd situation. If we do this, and we also retain the morphological features and values which are fully parallel to the morphosyntactic ones, we need two additional case values. Neither of these additional case values has a unique form (they are nonautonomous). An alternative, explored within the Network Morphology framework in Corbett (2010), is to map the additional feature values onto those in (4) within the morphology, so that the morphological feature set is the simpler one. The realization of the morphosyntactic values is mediated through the lexemic hierarchy, which locates the issue appropriately at the syntax–morphology interface.

The particular analysis is not the issue here; rather we should consider more of these challenging systems, where the morphosyntactic requirements appear to be very different to the pattern of the morphology, and do so with an open mind as to what features and values are required within the morphology.

3.7 CONCLUSION

The features which determine morphological paradigms are the morphosyntactic features. This is natural because inflectional morphology realizes the specification provided by these features. In addition we find the purely morphological features which express inflectional class. A great deal of the interest of inflectional morphology arises when the morphological forms available do not match the morphosyntactic requirements in a straightforward way. This is where we find interesting phenomena such as syncretism, defectiveness, and deponency. In some challenging examples the mismatch appears particularly severe, which raises the possibility that we should allow for less direct mapping of morphosyntactic specifications onto morphological paradigms.
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1 For real English one might wonder about sequence of tense rules as being syntactic; first these are not straightforwardly acquired as are normal rules of syntax but need instruction, and second they can be treated as a semantic problem (Higginbotham 2008).

2 Hence these features would be more accurately but cumbersomely named ‘morpho-syntactico-semantic features’.

3 As noted earlier, we give the forms in transliteration of the standard orthography, which is largely morphophonemic. Palatalization of the preceding consonant is indicated alternatively by ′ or by j.

4 Our four examples represent the vast majority of Russian nouns, but there are some further variants and exceptions, for which, see Timberlake (1993: 837–41) and there are several hundred indeclinable nouns. Most nouns, as in our examples have a single stem, but a minority have stem modifications.

5 A somewhat more detailed account is given in Timberlake (2004: 82–4), where he terms them morpholexical alternations. See that source for the alternations in (3) which are not discussed in the text. For an implementation within Network Morphology, see Brown (1998).

6 For the comparable notions of content paradigm and form paradigm in Paradigm Function Morphology, see Stump (2012).


CHAPTER 4

INFLECTIONAL EXPONENCE

JOCHEN TROMMER AND EVA ZIMMERMANN

4.1 INTRODUCTION

INFLECTIONAL exponence may be understood declaratively as a systematic phonological relation between inflected word forms sharing a set of inflectional features and their bases, or derivationally as operations on base forms exposing these features. In this chapter, we discuss the types of exponence and approaches to the phenomenon which have played a prominent role in the linguistic literature of the last decades, giving an overview of the range of empirical phenomena involved, and its current theoretical understanding. A claim which is implicit in the choice of data we make is that there is no significant categorial difference between inflectional exponence and other types of exponence: Every relevant exponence pattern described for derivational (or evaluative) morphology is in principle also found in inflection.

The chapter is structured as follows: Section 4.2 gives a descriptive morphologically oriented overview on types of inflectional exponence which is loosely based on the classical dichotomy between ‘Item-and-Arrangement’ versus ‘Item-and-Process’ approaches of Structural linguistics (Hockett 1954 based on the seminal work of Harris 1942), but integrates the notion of templatic exponence which has since that time become more and more important in the theoretical discussion. Section 4.3 discusses the central theoretical frameworks which have tried to reduce (or relate) non-additive exponence to phonological processes and principles. In Section 4.4, we provide a critical evaluation of approaches to linear order in exponence.

There are two non-conventional features in our approach to inflectional exponence. First, we will mostly avoid the term ‘Non-concatenative Morphology’ because it conflates two, in principle, independent departures from standard prefixation and suffixation: exponence which makes no (or non-additive) use of fixed amounts of phonological material (discussed in Section 4.3), and non-canonical linearization of exponence (Section 4.4). Second, we will focus almost exclusively on theoretical approaches which are at home in Generative Phonology (Chomsky and Halle 1968), and its offsprings (Autosegmental Phonology, Prosodic Morphology (PM), and Optimality Theory (OT)). The reason for this choice is that morphological theories of the last decades have had very little to say about the nature of possible exponence rules (or the phonological structure of exponents) which goes beyond the positions developed in the context of American Structuralism (e.g. Matthews 1972) or cannot be found in more elaborate form in the phonological literature.

4.2 TYPES OF INFLECTIONAL EXPONENCE

There are three central types of inflectional exponence discussed in the morphological literature:

(1) [image: image]

In the following subsections, we discuss examples for all three types. The relations between the different types of inflectional exponence and the interesting difficulties in assigning a certain exponence phenomenon to a specific type are discussed in detail in Sections 4.2.4 and 4.3.1.

4.2.1 Additive Exponence

A simple example of additive exponence is found in Hungarian case inflection which expresses a variety of spatial (and other) concepts as illustrated in (2):

(2) [image: image]

Every case category in (2) is expressed by adding an invariant string of phonological segments to the base form (e.g. ban for the inessive category). Moreover also the base nouns (e.g. ha[image: images]z) are invariantly contained in the resulting forms satisfying the condition that additive exponence involves the addition to (hence not the modification) the phonological material of the base. Both types of invariance are often obscured by phonological alternations. Thus Hungarian has a productive process of vowel harmony which fronts back vowels of suffixes after stems with front vowels as shown in (3), where -ban shows up as -ben, -ra as -re, and -to[image: images]l as -tö[image: images]l:

(3) [image: image]

On the surface, the material added to base forms in the inessive is sometimes ban, sometimes ben, hence at this level of representation, different portions of phonological material are employed for exponence and the inessive does not instantiate solely additive exponence. However, since we are concerned with the morphophonological, not the strictly phonological side of exponence, it is convenient to abstract away from this type of complication by considering only the phonological form before the application of phonological processes, where we may assume that all instances of the inessive have ban which is then transformed by a general phonological process to ben after front-vowel bases. Obviously this strategy also extends to cases where phonological alternations modify the base of an inflected word form, as in Germanic vowel fronting (‘umlaut’), a phonological process that changes the back front vowel a to e before a syllable containing i. All Germanic languages (except Gothic) show this type of vowel harmony that is attested from about the eighth century. The examples in (4) are from Old High German and illustrate how umlaut leads to a modification of the base noun in forms with the plural suffix -i or -ir.

(4) [image: image]

On the surface, gest-i is non-additive exponence since it is not the sum of adding i to gast. But for our purposes, the morphophonological representation can be safely assumed to be gast-i which is straightforwardly additive. A second complication from which we will abstract away here is morphologically triggered allomorphy, which leads by definition to patterns of variance, but for reasons not strictly related to the nature of morphophonological inflectional exponence which is our main concern here.

Additive inflectional exponence is in principle hard to distinguish from the syntactic combination of different words. Thus Hungarian also has a class of postpositions illustrated in (5) which perform similar functions as case markers and appear in exactly the same position as case markers immediately after the head noun of a noun phrase:

(5) [image: image]

To be sure, there are criteria which allow the distinction between both categories for the Hungarian case and more generally—thus postpositions do not undergo vowel harmony and behave differently with respect to ellipsis constructions and some word formation processes (see Asbury 2008; Trommer 2008a, for discussion).

The phonological material which is added in additive exponence is not necessarily composed of segments, but might also consist of suprasegmental or subsegmental material. Thus the Niger-Congo language Jamsay spoken in Mali forms locative forms of nouns by adding a low tone (Heath 2008; Bye and Svenonius 2012). The examples in (6) show that the base and its tonal melody remain intact and an additional L is simply added at the end of the tonal melody of a base noun, resulting in falling tonal melodies or contour tones.

(6) [image: image]

[image: image]

Again the addition of non-segmental material has close parallels in syntax. Thus in intonations (question, assertion) entire sentences are combined with tonal melodies.

Another instance of additive exponence where suprasegmental material is added is morphological lengthening. A famous example for morphological lengthening comes from Alabama (Montler and Hardy 1988), an Eastern Muskogean language spoken in Texas. The imperfective aspect for verbs is expressed in Alabama through geminating the onset of the penultimate syllable (7a) or through lengthening of the penultimate vowel if the antepenultimate syllable is closed or the perfective base is disyllabic (7b).

(7) [image: image]

The characterization of lengthening as additive exponence requires some level of abstraction since the phonological element that is added to the base is only invariant at an abstract theoretical level: gemination and vowel lengthening both realize an additional mora. Lengthening could also be characterized as transformational exponence if one takes length as an intricate feature specifying segments. Under this assumption, the feature value for [±length] would be replaced and the base material would consequently be modified.

4.2.2 Transformational Exponence

In contrast to additive exponence, transformational exponence either involves an inherent modification of base material or does not add an invariant portion of phonological material. A classical example of transformational exponence is umlaut (apophony) in German. Thus, for example, a number of noun plurals are expressed exclusively by fronting non-front-vowels, as shown in (8). Recall from (4) that the umlaut was phonologically triggered in an earlier stage of language development. But after weakening and losing the (-i) affixes that triggered the umlaut, the change of the vowel quality remains the sole exponent for plurality.

(8) [image: image]

To be sure, German umlaut may be partially understood as additive according to the definition of Additive Exponence in (1): it involves an invariant amount of phonological representation (the phonological feature [–back]). Where umlaut becomes non-additive is the modification of the base which is involved by this step: the [+back] specification of the base vowel is altered, deleted, or ‘overwritten’.

Similar examples for featural overwriting also abound for consonants, where they are usually referred to under the term mutation). A famous example can be found in the Bantu language Aka, where the class 5 singular is marked through voicing the initial consonant as shown in (9) (Akinlabi 1996). The plural forms have a segmental prefix, but show the underlying contrast between root-initial voiced and voiceless obstruents, which is neutralized by the mutation process in the singular. Again, an invariant portion of phonological material [+voice] is added to the base, but the [–voice] specification of the base itself remain unrealized, hence is overwritten:

(9) [image: image]

Overwriting of base specifications with the phonological material of a morphological exponent is not only attested for segmental specifications but for suprasegmental features as well. An example is tonal overwriting, illustrated in (10) with data from Hausa, a Chadic language spoken in large parts of western Africa. The imperative in Hausa is not marked through adding the fixed tonal melody LH to the base melody but through replacing any underlying base tones with this fixed tone sequence.

(10) [image: image]

Examples for exponents that leave their base intact, but add a variable portion of phonological material exist as well, namely reduplication. The example in (11) illustrates how full reduplication in the plural of Indonesian nouns leaves its phonological base intact, but adds phonological material to the base that is not invariant since it is a function of the base material. In other words, the shape of the reduplicant can only be determined by knowing (inspecting) the shape of the base, rendering this pattern non-additive according to the definition in (1).

(11) [image: image]

An interesting borderline case is partial reduplication. For example in the Austronesian language Mokilese, the progressive aspect of verbs is expressed through prefixing a reduplicant to the stem that has the size of a bimoraic syllable (Blevins 1996; McCarthy and Prince 1996). The base remains unmodified and the phonological material added to the base has an invariant size: one syllable. But although the size is invariant, the segmental material that is affixed is once again variable since it is a function of its base. Partial reduplication is therefore another instance of transformational exponence.

(12) [image: image]

In fact there are types of transformational exponence which neither add a fixed amount of phonological structure nor leave their base intact, hence are deeply non-additive. In subtractive morphology, exponence is achieved by removing a fixed amount of phonological material. The best-established case is Tohono O’odham, an Uto-Aztecan language spoken in Arizona and Mexico. The perfective in Tohono O’odham is expressed by removing the final segment of the verb stem (13):

(13) [image: image]

Similarly, morphological shortening does not add any constant portion of phonological information to the base and modifies the base by making a long base vowel short to express a specific inflectional category. An example can be found in the Eastern Franconian dialect of Upper German spoken in the Taubergrund area, where the exponence of plural for a subclass of nouns consists in vowel shortening (14):1

(14) [image: image]

A further type of deeply non-additive transformational exponence is metathesis— reordering of segments. Studies on metathesis mainly concentrate on the questions whether the reordering of segments is a truly productive synchronic phonological process in a language or what (phonetic) cues influence the likelihood of its appearance (cf. e.g. Hume 2001 or 2004 for discussion and references). That the reordering of segments expresses an inflectional category has been argued for only a handful of languages (Stonham 2006): for example in the Austronesian language Rotuman (Churchward 1940; McCarthy 2000), the Penutian languages of Sierra Miwok (Freeland 1951; Broadbent 1964; Sloan 1991), and some Salishan languages (e.g. Clallam: Thompson and Thompson 1971; Saanich: Montler 1986; Stonham 1994; or Upriver Halkomelem: Galloway 1993). In addition, it is a striking observation that metathesis is never the only exponent of a morpheme. Virtually all cases where metathesis seems to be a productive means to express some morphological category are additive in the sense that metathesis is a side effect of adding weight to the underlying base. This is discussed in some more detail in Section 4.3.2. Example (15) illustrates morphological metathesis from Saanich, a Central Salishan language from British Columbia. Here the continuative aspect of verbs is marked by switching the order of the second root consonant and the preceding vowel.2

(15) [image: image]

4.2.3 Templatic Exponence

In contrast to additive and transformational exponence, templatic exponence is not (or not exhaustively) defined with respect to the change(s) a given base undergoes, but employs an output target T, where bases are adjusted by different means to meet the phonological conditions of T.

A case in point is the formation of the habilitative in Cupeño, an extinct Uto-Aztecan language that was formerly spoken in Southern California. As can be seen in (16), the habilitative is formed by ensuring that the part of the output which follows the stressed vowel has exactly the size of two syllables. By comparing the forms with their non-habilitative counterparts, it becomes clear that the stress of the base is kept and that the templatic restriction is achieved through copying the final base vowel as often as necessary together with insertion of epenthetic [[image: images]] (McCarthy and Prince 1990; Crowhurst 1994). Consequently, no change is necessary to form the habilitative for bases with two (or more) post-stressed syllables (16a). But one or two copies of the final vowel are inserted whenever the stressed syllable is on the penultimate or ultimate syllable in the base (16b) and (16c).

(16) [image: image]

[image: image]

Another example for templatic exponence can be found in Sierra Miwok3 (Freeland 1951; Broadbent 1964; Sloan 1991) where the whole base is adjusted to specific templatic requirements. This pattern therefore differs crucially from the Cupeño Habilitative, where only part of the base (the portion following the stressed vowel) is subject to the templatic restriction to two syllables. Examples for four different templatic exponents in Sierra Miwok are given in (17). At first glance, the templates in Sierra Miwok are part of (exponents of) the suffix since the choice for one or the other stem form depends on the following suffix, for example the verbalizer suffix -j must always be preceded by a stem of the form CVCV[image: images] (Broadbent 1964: 58). But the templates in Sierra Miwok must be ‘regarded as in some measure having grammatical value in itself, and not being entirely accompanied by suffixation’ (Freeland 1951: 96). This is especially apparent since some stems serve as a form of the verb without any suffix (stem 4 = infinitive). In addition, every stem is bound to a specific (core) meaning, for example the primary stem to present tense or the second stem to future and past tense. We can therefore conclude that the templatic restrictions are exponents of their own.

(17) [image: image]

4.2.4 The Relation and Interaction between the Different Types of Exponence

Ontological relations between different exponent types: Additive exponence as well as templatic exponence might be understood as special cases of transformational exponence. Obviously, adding phonological material is a kind of phonological operation/transformation, whereas templatic morphology typically involves the application of different transformations in different contexts to ensure that the form conforms to a templatic shape. Reconsider for example the templatic exponence in Central Sierra Miwok from (17). The phonological transformations listed in (18) apply to adjust bases of different phonological forms to the required templatic shape. On their own, these phonological operations can be interpreted as transformational (or even additive) exponence but it is clear that the combination and interaction of all these operations serve to conform to a templatic requirement. This is apparent since hardly any of these operations ever applies in isolation; rather there are always two or more non-concatenative strategies that apply.

(18) [image: image]

However, borderline cases between transformational and templatic exponence abound. Thus, German past participles are formed (apart from suffixation) by prefixing the syllable ge to the verb if this starts with a stressed syllable (e.g. kauf ⇒ ge-kauf-t ‘buy’, píckelge-píckel-t ‘pickle (in leather manufacture)’), otherwise if the base starts with an unstressed syllable only suffixation applies (trompét ⇒trompétet ‘trumpet’, ratifizíer ⇒ratifizíer-t ‘ratify’). This may be interpreted as a partial template requiring participles to start with an unstressed syllable, but also as a straightforward transformation. Similarly, most cases of overwriting may be understood as templatic since they ensure that output forms have a (partially) fixed phonological shape. Thus the Hausa imperative is a tonal template similar to the prosodic template found in Cupeño and Miwok.

More generally, we may understand Additive Exponence as the prototypical form of an exponence operation combining two canonical properties: First it adds a fixed amount of phonological material to the base, or in more declarative terms: exponence for a given category C is additive if all forms of category C share a characteristic piece of phonological representation (the Fixed Target Property). Second, Additive Exponence leaves its base intact—the phonological representation of every word form exhibiting Additive Exponence is an extension of the phonological representation of its base (the Base Extension Property). Deeply transformational exponence such as subtractive morphology and metathesis have neither of these properties. Overwriting and reduplication take a somewhat intermediate position in exhibiting one of these properties, but not the other one. This is shown schematically in (19):

(19) [image: image]

Functional co-occurrence of different exponence types: Virtually every type of transformational and templatic exponence co-occurs with additive exponence to achieve realization of a single morphosyntactic category, a situation which might be called ‘symbiotic’. Thus in contrast to pure tonal overwriting in the imperative, Hausa expresses the ventive category of verbs by tonal overwriting and affixation of -o:

(20) [image: image]

Another example is the frequent co-ocurrence of morphological lengthening with suffixation. Many cases of morphological lengthening cited in the literature are similar to the Zuni data in (21):4 a segmental suffix attaches to the right edge of the base and in addition, the preceding (stem) vowel is lengthened.

(21) [image: image]

Functional co-occurrence raises the question how tight the relation between affixation and transformations (or templates) is generally and in specific cases. Consider for example the co-occurrence of German umlaut with different inflectional affixes. There are inflectional categories such as the 1sg of verbs which never co-occur with umlaut (22d), whereas plural formation by umlaut occurs without segmental affixation (22b) and plural formation by segmental affixation without umlaut (22c). Finally there are categories such as the 2SG which exhibit umlaut with many, but not all stems (22a), and similarly there are nouns with?-plural which do not umlaut (22b) (schlagen, ‘to beat’; zagen, ‘to worry’; Vater, ‘father’, Oma, ‘grandma’;Haken, ‘hook’):

(22) [image: image]

The crucial point here is that there is no strictly biunique conditioning between umlaut and co-occurring segmental affixes. The only valid generalization we can draw is that umlaut will not occur if there is a 1SG affix (or another ‘umlaut-less’ affix).

We might consider the relation of transformational exponence and affixation on a par with the co-occurrence of segments (e.g. s and t in German 2SG -st) in a segmental affix. The other extreme is to see the combination of two exponence patterns as cases of multiple exponence comparable to cases where the same (or overlapping) categories are expressed by different segmental affixes. An example can be found in the Eastern Cushitic language Jubba Maay. The marking of plural involves allomorphy as can be seen in (23). Plural for vowel-final nouns is marked by the suffix -yal. Consonant-final nouns, on the other hand, optionally take the suffix -o, the suffix -yal, or even both suffixes to mark their plural. The latter case is an instance of multiple exponence since -o and -yal both mark plural on their own.

(23) [image: image]

[image: image]

Even subtractive morphology may be in a functional unit with additive affixation. For example in Y ine, a Maipurean language spoken mainly in the Peruvian Amazon, certain suffixes are always accompanied by the deletion of the preceding vowel as can be seen in (24) where suffixes triggering deletion are underlined (Matteson 1965; Lin 1997a, 1997b, 2005; Pater 2007; Zimmermann 2013).

(24) [image: image]

On the surface, no phonological property distinguishes these suffixes from suffixes that do not trigger vowel deletion in Yine.
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Vowel deletion in Yine

neta -lu
walapu -ni
cema -ge —ta
homkahita -ka
heneka -sa

netlu
walapni
gemgeta
homkahitka
heneksa

(Matteson 1965)

‘I see him’

‘the past summer’

‘have never, never heard’
‘be followed’

‘distribute’
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Multiple exponence in Jubba Maay (Paster 2006)

SINGULAR PLURAL
a. Vowel-final nouns

$ati $ati-yal ‘shirt’

buundo  buundo-yal ‘bridge’

aweesa aweesa-yal ‘worn’
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Consonant-final nouns

mukulal mukulal-o  ~ mukulal-yal ~ mukulal-o-yal ‘cat
eey eey-o ~ eey-yal ~ eey-o-yal ‘dog’

af af-o ~ af-yal ~ af-o-vyal ‘mouth’

>
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Four stems in Central Sierra Miwok (Freeland 1951: 94-5)

Stem 1 Stem 2 Stem 3 Stem 4
CVC:/CVCVC | CVC:VC | CVCCV

a. tu a/: ] (CVevio) tu) a/lj : tu} 1an tl{]I] a ( ]un)lp
b. polém polan: poélian pélpa fall
c. wikti ) wikit: wikiit wikti ‘burn’

) @vcey) | . . ¢ L
d. tayku tayuk: tay:uk tayku to poison
e. jinima . jina?: jinza?: jin?a Ldll?
f. liw:a CYEV | liwa?: liwza? liw?a ‘speak’
g. mim . min: min:i? min?i ‘swim’
h. ha:t (e hit: hat:i? hét?i ‘step on’
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Strategies to adjust bases to templatic requirements in Central Sierra Miwok

EXAMPLE

LENGTHENING hé:t (stem 1) hét: (stem 2)
EPENTHESIS liw:a (stem 1) liwia? (stem 3)
METATHESIS wikgi (stem 1) wikig (stem 2)
SHORTENING tujdiy  (stem 1) tujan: (stem2)
STRESS SHIFT pold:y (stem 1) pélian (stem 3)
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Templates in Cupefio (McCarthy and Prince 1990; Crowhurst 1994)

STEM HABILITATIVE
a. (pi)(na?wox) (pi)(no?wox)  ‘sing enemy songs’
(xa)(loyow) (xa) (loyow) “fall’
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yuy) (mu?uk)

noné)(?a?an)
hal’3)(?a?ap)

‘leach acorns’
‘play pion’
‘be cold’

‘cry

‘take’
‘hiccup’
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Atfixation and lengthening in the Zuni plural (Kirchner 2007: 11)

lupa ‘box of ashes’ lupa:we? ‘boxes of ashes’
homata uniper tree’ homata:we? uniper trees’
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Co-occurrence of umlaut and affixation in German

AFFIX UMLAUT NO UMLAUT
a. 2sG -st | schlagen schlig-st | zagen zag-st
b. pL -O@ | Vater Viter-@ | Haken Haken-@
c. PL -§ - Oma Oma-s
d. 1lsc -e - schlagen schlag-e
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Cross-classification of exponence by canonical properties

Base Extension | Fixed Target
Property Property

Additive Exponence v v
Umlaut
Mutation X v
Tonal overwriting
Reduplication v X
Subtraction
Shortening X
Metathesis X
Stress shifting
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Tonal overwriting and atfixation in the Hausa ventive  (Newman 2000: 663)

UNDERLYING FORM VENTIVE

a. LH  fita: H fit-6: ‘go out’

b. HL fadi H fid-6: ‘fall down’
c. HLH gingara: H gangir-6: ‘roll down’
d. LHL taimaka: H tdiméak-6: ‘help’
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Metathesis in Saanich

NON-CONTINUATIVE
qpét

sxat

53t

CONTINUATIVE
qép't ‘patch’
sdxt ‘push’

45t ‘break’

(Montler 1986; Kurisu 2001)
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Subtractive morphology in Tohono O’'odham

(Fitzgerald and Fountain 1995: 5-6)
IMPERFECTIVE ~PERFECTIVE

ma:k ma: ‘giving’

hi:nk hiin ‘barking’

hihim hihi ‘walking’ (pL)
gétwid gatwi ‘to shoot object’
hik¢k hike ‘cutting’
¢itiwid &iviwi ‘covering’

néakog nako ‘enduring’
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Shortening in Taubergrund German

SINGULAR PLURAL

riis ris ‘crack’
firf fif ‘fish’
Jni:ds Jnids ‘cut’

flerk flek ‘blot’

(Seiler 2008

: 1, citing Heilig 1898)
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hofna

Lengthening in Alabama
PERFECTIVE IMPERFECTIVE

a. atakauli a.tak.ka:.li
a.finap.li a-fin.nap.li
ho.co.ba hoc.co.ba

b. co.ba co:i.ba
cam.po.li cam.po:.li

ho'fna

(Samek-Lodovici 1992: 9)

‘hang one object’
‘Tlock up’

‘big (pL)’

‘big (sG)’

‘taste good’
‘smell’
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Umlaut: plural formation by vowel fronting in Modern High German

SINGULAR PLURAL
Bruder ‘brother”  Briider ‘brothers’
Tochter ‘daughter’ Tochter ‘daughters’
Vater ‘father’ Viter ‘fathers’
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c. /goi, LH/ i ‘granary’  /go:;, LH, L/ gb: ‘in the granary’
d. /numo, LH/ numé ‘hand’ /numo, LH, I/ numo: ‘in the hand’
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Total reduplication in Indonesian
(Sneddon 1996; Aronoff and Fudeman 2010)

kuda-kuda ‘horses’
rumah-rumah ‘houses’
singkatan-singkatan ‘abbreviations’

perubahan-perubahan ‘changes’
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Partial reduplikation in Mokilese

BARE STEM PROGRESSIVE
podok ‘plant’  pod- podok
mwine ‘eat’ mwin- mwine
kaso ‘throw”  kas- kaso
sorrok ‘tear’ so1-s01rok
tfark ‘bend’  tfa:- tfa:k

(Harrison 1976; Blevins 1996)

‘planting’
‘eating’
‘throwing’
‘tearing’
‘bending’
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Consonant mutation in Aka (Akinlab1 1996: 286)

a. SINGULAR, CLASS 5 PLURAL, CLASS 6

dengé ma-tengé ‘piercing tool’

gasa ma-kdsd ‘palm branch’

bapulaka ma-papulaka ‘lung’

gini ma-kini ‘fly’

boki ma-pdki ‘arch of the eyebrow’
b. belele ma-belele ‘sound of a waterfall’

goala ma-goala ‘game of imitation’
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Tonal overwriting in the Hausa imperative

UNDERLYING FORM  IMPERATIVE
a. H kwé:na LH kwaina
. HL taif1 LH taii
c. HLH kairanta: I1H karanta:

(Newman 2000: 262-3)

‘spend the night’
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Hungarian postpositions

ha:z
‘house’
kert
‘carden’

‘besides’

ha:z mellet
‘besides a house’
kert mellet
‘besides a garden’

‘before’

ha:z elott
‘before a house’
kert elott
‘before a garden’

‘behind’

ha:z mogott
‘behind a house’
kert mogott
‘behind a garden’
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Tonal locative in Jamsay (Heath 2008; Bye and Svenonius 2012)

BARE STEM LOCATIVE
a./ka:;, H/ ki ‘mouth’ /ka:, H, L/ ka: ‘in the mouth’
b. /uro, H/ 1uré ‘house’ /uro, H, L/ ard ‘in the house’
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Hungarian case sutfixes atter back vowel stems

BASE

kert

‘garden’

o:f

< ol
ancestor

viiz

< >
water

INESSIVE
kert-ben

(44 bl

in a garden
6:f-ben

‘in an ancestor’
viiz-ben

(44 bl

in water

SUBLATIVE
kert-re

‘onto a garden’
O1f-re

< bl
onto an ancestor
viiz-re

‘onto water’

ABLATIVE
kert-to:l

‘from a garden’
o1f-to:l

‘from an ancestor’
viiz-t6:1

‘“‘from water’
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Old High German vowel fronting (Mettke 1983; Paul 1989)

SG PL
gast  ‘guest’ gest-i ‘guests’
kraft  ‘strength’ kreft-i  ‘strengths’
aphul ‘apple’ ephil-i  ‘apples’
lamb  ‘lamb’ lemb-ir ‘lambs’
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nesti ‘carry’ (INFINITIVE) nesu I carry’ (1 SINGULAR PRESENT)
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Latvian noun paradigm: galds “table’ (from Veksler and Jurik 1978: 25)

SINGULAR PLURAL
NOMINATIVE gald-s gald-i
GENITIVE gald-a gald-u
ACCUSATIVE gald-u gald-us
DATIVE gald-am gald-iem
LOCATIVE gald-a gald-os
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Types of inflectional exponence

1. Additive exponence: An inflectional category is expressed by the addition of
an invariant piece of phonological material to the phonological material of a
lexeme (e.g. English plural through the addition of -s: lamp = lamps, tear =
tears).

2. Transformational exponence: An inflectional category is expressed by subject-
ing the phonological material of a lexeme to specific phonological transforma-
tions (e.g. the Hausa imperative which is formed by overwriting the underlying
tone of a verb by the melody Low—High: kwdind = kwa:nd ‘spend the night’;
tdif-1 = taifi ‘get up’)

3. Templatic Exponence: An inflectional category is expressed by adjusting the
phonological material of a lexeme to a fixed shape (e.g. the plural of one class
of German nouns formed by adjusting the shape of the singular to a bisyllabic
foot: Kind = Kinder ‘child’, vs. Mieder = Mieder ‘bodice’).
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Hungarian case suffixes

BASE INESSIVE SUBLATIVE ABLATIVE
ha:z ha:z-ban ha:z-ra ha:z-to:l
‘house’ ‘inahouse’ ‘onto a house’ ‘from a house’
bolt bolt-ban bolt-ra bolt-to:l
‘shop’ ‘inashop’ ‘ontoashop’” ‘from ashop’
ku:t ku:t-ban ku:t-ra ku:t-to:l

‘well’ ‘n a well’ ‘onto a well’ “from a well’
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Gruti dzivot bez draug-a
hard live.INF without friend-sG.GEN
‘It’s hard to live without a friend’
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Gruti dzivot bez draug-iem
hard live.INF without friend-pPL.DAT
‘Tt’s hard to live without friends’





OEBPS/img/oxfordhb-9780199591428-graphic-004.jpg
tisi" ca  dah d-ox-d-o-d-an-i$
old house pvB cM-destroy-CM-TR.PRS-CM-EVIDI-2PL.ERG
“You (pL) are evidently tearing down the old house.
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d. Each morpheme in a word is represented by one and only one allomorph; and
each allomorph represents one and only one morpheme.
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(1) Paradigm of two Russian nouns

Zurnal ‘magazine’

komnata ‘room’

SINGULAR PLURAL SINGULAR PLURAL
NOMINATIVE zurnal zurnaly komnata komnaty
ACCUSATIVE zurnal zurnaly komnatu komnaty
GENITIVE zurnala zurnalov komnaty komnat
DATIVE zurnalu zurnalam komnate komnatam
INSTRUMENTAL zurnalom zurnalami komnatoj komnatami
LOCATIVE zurnale zurnalax komnate komnatax
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A linguistic sign relates a word’s content and its form. The content can be divided
into its syntactic properties and its meaning; each of these can be further analysed.
The form can be analysed into phonological segments (organized into syllables,
feet, etc.). The relation between content and form may be partially systematic.
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(3) Morphophonological consonantal alternations in Russian

BASIC GRADE

ALTERNATION 1

ALTERNATION 2

ALTERNATION 3

p, b, f, v, m plj, bl, fU, v, ml pj, b, f,vi, m no change
t,d,s, z 67,8, 7 t,d, s, 7 no change
k, g, x ¢ 7,8 7,8 oA

n,r n, n, no change
1 | V )
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(2) The major inflectional classes of nouns in Russian

3

I 11 11 vt
NOMINATIVE Zurnal komnat-a kost’ bolot-o
ACCUSATIVE Zurnal komnat-u kost’ bolot-o
GENITIVE Zurnal-a komnat-y kost-i bolot-a
56 DATIVE Zurnal-u komnat-e kost-i bolot-u
INSTRUMENTAL | Zurnal-om komnat-oj kost’-ju bolot-om
LOCATIVE Zurnal-e komnat-e kost-i bolot-e
NOMINATIVE zurnal-y komnat-y kost-i bolot-a
ACCUSATIVE zurnal-y komnat-y kost-i bolot-a
GENITIVE Zurnal-ov komnat kost-ej bolot
PL DATIVE Zurnal-am komnat-am kostj-am bolot-am
INSTRUMENTAL | Zurnal-ami | komnat-ami | kostj-ami | bolot-ami
LOCATIVE Zurnal-ax komnat-ax kostj-ax bolot-ax
gloss ‘magazine’ ‘roomy’ ‘bone’ ‘marsh’
members (nearest 50) 20,700 13,600 3,950 5,750
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plakat’ ‘cry’ (INFINITIVE) placu ‘I cry’ (1 SINGULAR PRESENT)
pisat’ ‘write’ (INFINITIVE) pisu ‘I write’ (1 SINGULAR PRESENT)
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ORD

NIRRTy DEsas
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OXFORD

MEVERSTY PEkEs
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a. Morphemes are homogeneous, indivisible atomic units of linguistic form

linking some component(s) of meaning with a set of mutually exclusive
allomorphs that express it.

b. Each morpheme has a determinate semantic content, and each allomorph has
a determinate phonological form.

c. Words are composed exhaustively of morphemes.
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Chiquihuitlan Mazatec verbs, incompletive positive forms (Jamieson 1982: 166)

hu'be! Tpull bulyal Treturn’ hba’née! Tweed
¢ho?be?  ‘youpull  bo’ye? ‘youreturn’  hba’n&i?  ‘you weed’





