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PENGUIN BOOKS

Ways of Being

‘Bridle’s writing weaves cultural threads that aren’t usually seen together, and the resulting tapestry is iridescently original, deeply disorientating and yet somehow radically hopeful. The only futures that are viable will probably feel like that. This is a pretty amazing book, worth reading and rereading’ Brian Eno

‘James Bridle encourages you to widen the boundaries of your understanding, to contemplate the innate intelligence that animates the life force of octopuses and honeybees as well as apes and elephants. Be prepared to re-evaluate your relationship with the amazing life forms with whom we share the planet’ Jane Goodall

‘We must rethink what it means to be intelligent in a spirit of collaboration with non-humans … What makes Bridle’s book new and interesting is its insistence that AI, rightly used, can help in this project’ Stuart Jeffries, Spectator

‘In making clear the patience, imagination and humility required to better know and protect other forms of intelligence on Earth, Bridle has made an admirable contribution to the dawning interspecies age’ The Economist

‘James Bridle’s brilliant Ways of Being shows we can only face the challenges of the twenty-first century if we go beyond the fear of pooling knowledge: Bridle shows the importance of listening to one another and our surroundings, and of creating new forms of community’ Hans Ulrich Obrist

‘It was so interesting that I luxuriated in every word. The conversation unfolding in these pages is fundamentally important and I would recommend it to absolutely everyone who wants to really think and reimagine a future that remains ours to make. I was left with a feeling that James Bridle hasn’t so much written a book, as a manifesto for a new Green Enlightenment … it made the hair stand up on the back of my neck’ Sir Tim Smit

‘Bridle enlarges our definition of what “intelligence” can be. We learn what animals teach us about democracy, what plants teach about place and technology, what microbes show us about symbiosis, and how telescopes and sensors show us worlds within worlds … an absorbing, existential and ultimately hopeful book’ Geographical

‘It is impossible not to be enthused by James Bridle’s epic vision … Every page written by this original thinker bubbles like primordial soup with optimism … a gloriously extended TED lecture in magical prose cherishing the ideas of Kropotkin and full of sweeping, colourful leaps of faith’ Morning Star

‘Bridle is a clear, artful writer and a sweeping thinker … A hopeful book, almost an antidote. It imagines technology not as something separate and menacing, but as part of a grand unfolding – an “efflorescence”, to use Bridle’s word – along an evolutionary continuum of human and “more-than-human” ways of being in the world’ Peter Christie, Post Magazine

‘A fascinating survey … Bridle makes a solid case for his argument that “everything is intelligent” and that all life on Earth is interconnected, and his notion that intelligence is “one among many ways of being in the world” is well reasoned and convincing. This enlightening account will give readers a new perspective on their place in the world’ Publishers Weekly

‘An accessible but also technologically precise book … A provocative, profoundly insightful consideration of forms of reason and their relevance to our shared future’ Kirkus Reviews




For Navine and Zephyr





σχολὴ μὲν δή, ὡς ἔοικε: καὶ ἅμα μοι δοκοῦσιν ὡς ἐν τῷ πνίγει ὑπὲρ κεφαλῆς ἡμῶν οἱ τέττιγες ᾁδοντες καὶ

We have plenty of time, apparently; and besides, the locusts seem to be looking down upon us as they sing and talk with each other in the heat.

Plato, Phaedrus, 258e, from Plato in Twelve Volumes, Vol. 9, 1925


Enough about Human Rights!
What about Whale Rights?
What about Snail Rights?
What about Seal Rights?
What about Eel Rights? …
What about, what about,
What about, what about Bug Rights?
What about Slug Rights?
What about Bass Rights?
What about Ass Rights?
What about Worm Rights?
What about Germ Rights?
What about Plant Rights?
– Moondog

‘Enough about Human Rights’, from the album H’art Songs by Moondog, 1978
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Introduction More than Human

The late summer sun lingers on the mountainsides and the still waters of the lake. The air is warm, the sky a deep, almighty blue. Cicadas hum in the thick undergrowth, and goat bells chime somewhere in the distance. A small fire has been lit among the reeds, and tins of beer have been cracked open. Someone produces a clarinet and, wandering among the trees that crowd the water’s edge, begins to play. It’s a scene of timeless tranquillity, yet it is here that one of the greatest conflicts of our age is being played out – between human agency and the intelligence of machines, and between the illusion of human superiority and the survival of the planet.

I am in Epirus, the north-west corner of Greece, hard up against the Pindus mountains and the border with Albania: a region famous for its beauty and its resilience. Here, in the winter of 1940, an outnumbered, ill-equipped, but determined Greek force, fighting in the harshest of conditions, held and pushed back an invading Italian army. The 28th of October, the day on which Greece’s wartime premier Ioannis Metaxas refused Mussolini’s ultimatum to surrender, is today remembered and celebrated as Oxi Day – in Greek, Οχι, the day of the No.

Epirus is a stunning landscape of rugged mountains and deep gorges, studded with stone villages and monasteries, and inhabited, along with its people, by bears, wolves, foxes, jackals, golden eagles, and some of the oldest trees and forests in Europe. The Aoös River sweeps down from the Pindus into the Vikos National Park, and the Ionian Sea glitters along its rocky coastline. It is something of a paradise; one of the most beautiful, unspoiled lands I have ever seen, but today it is under threat once more.

I am a writer and artist, and for many years I’ve explored the relationship between technology and everyday life: how the things we make – and particularly complex things like computers – affect society, politics and, increasingly, the environment. I’ve also lived in Greece for the last few years and I’ve come to Epirus to visit some friends: a group of native Epirots and transplants from Athens – shepherds, poets, bakers and hoteliers. All are activists in the fight to save Epirus from a new and terrible danger, one which threatens to shatter and poison the very ground we walk upon. Their campaign stickers, found on village noticeboards, road signs and laptop cases, feature a single one-word slogan: Οχι. No.

Walking the woods surrounding the lake, I stumble across thin wooden stakes pushed into the ground and strips of plastic tape tied to branches and saplings. The stakes are tagged with thick, wet marker pen: a series of letters and numbers which mean nothing to me. I follow the path of the stakes as they march in ragged lines through the woods. Breaking through the undergrowth onto a recently scraped dirt road, I see that they extend across a meadow and into deeper woods beyond. They branch off too: more plastic tape, tied onto trees and boughs, mark right angles in what I will come to understand is a vast grid or lattice imposed on the landscape from above. Over the next few days I follow these lines across fields and vineyards, through gardens and villages, marked by more streamers attached to fences and barbed wire, to gates and road signs. They stretch for hundreds, perhaps thousands, of kilometres, like a system of coordinates imposed by a remote, alien intelligence.

There are occasional signs of activity associated with the grid: a new road, bulldozed through the fields; heaps of spoil; tyre marks; deep holes surrounded by debris. The locals tell me about unmarked vans, helicopters and work crews in hi-vis jackets who appear and disappear, their comings and goings accompanied by loud explosions which rattle windows and shake the birds from the trees. On Facebook, my friends share shaky camera-phone footage they have captured of detonations throwing soil hundreds of feet into the air, accompanied by the sirens and whistles of mining crews.

These markings are what I have come to Epirus to see, but their meaning is to be found in scattered internet posts, news stories and company accounts. Smashed through the forest, gouged into the soil, exploded in the grey light of dawn, these marks, I will discover, are the tooth- and claw-marks of Artificial Intelligence, at the exact point where it meets the earth.

Since 2012 successive Greek governments have pursued a policy of fossil fuel development, designating Epirus and the Ionian Sea as areas for exploration and selling off exploitation rights to international oil and gas companies. For cash-strapped Greece, reeling from years of economic crisis and externally imposed austerity, the potential revenues outweigh the threat to both the local environment and the global climate. Discussion of the deal, let alone criticism, has been muted. In Epirus, public access to government contracts is restricted, environmental assessments go unpublished, and exploration teams move about the countryside in unmarked white vans, vanishing at the sight of activists and inquisitive journalists.

The presence of oil in Greece has been documented since ancient times. Around 400 BC, the historian Herodotus described natural oil seeps on the island of Zakynthos, places where thick black ooze welled to the surface from deep underground. The inhabitants used it to caulk their ships and light their lamps. Today, a couple of small rigs extract this oil off the Ionian coast, and tension simmers with Turkey over similar sites in the Aegean and eastern Mediterranean. Until recently, Epirus has remained remote from these concerns, but the possibility of riches beneath its rugged terrain has long been suspected.

I’d read that oil seeps were to be found in Epirus, but my only references were grainy photos in online presentations by oil prospectors and academics.1 Once I found myself in Epirus, the name of one village kept cropping up: Dragopsa, a few miles west of the regional capital Ioannina and close to the lake in the woods. Asking around, someone suggested I talk to Leonidas, an anti-oil activist whose family had lived there for generations.

One still, sultry afternoon Leonidas drove me to Dragopsa, stopping every now and again to post his Οχι stickers where they might catch the eye. In the valley below the village, we left the car and walked through meadows and orchards to a river. The clear, pure waters of Epirus are the source of some 70 per cent of Greece’s drinking water; large bottling plants cluster at the foot of the mountains. Yet as we pick our way around a bend in the river, I caught the unmistakeable smell of petroleum. The overpowering odour was strongest at the base of a steep cliff, where tree roots and loose, dark clods of soil were exposed by the river’s flow. This was the site where, in the 1920s, villagers discovered oil welling up from the ground of its own accord, as it did on Zakynthos. Leonidas tells me that he too has found seeps in recent years: patches of black, sticky fuel, far from the nearest road, rising among the reeds and grasses. You don’t need artificial intelligence to find oil in Epirus; but you need AI to exploit it.

The successful bidder for the Epirus exploration contract was one of the world’s largest energy corporations, Repsol.2 From its foundation in 1927 as Spain’s national oil company, Repsol has expanded across the globe, discovering hundreds of new fields in the last decade; it has also pioneered the use of new technologies for oil discovery and exploitation. In 2014, Repsol and IBM Watson – the division of the US tech giant responsible for artificial intelligence – announced that they were collaborating ‘to leverage cognitive technologies that will help transform the oil and gas industry’. These technologies included ‘prototype cognitive applications specifically designed to augment Repsol’s strategic decision making in the optimization of oil reservoir production and in the acquisition of new oil fields’.3

Acquisition and optimization are the two central endeavours of the fossil fuel industry: where to drill into the earth, and how to get the most out of it. The oil is running out and the economics of extraction are changing: as the largest and most accessible reserves are pumped out, the financial value of what remains increases, even in the face of obvious and catastrophic environmental consequences. Previously untapped reserves, ignored because they were too difficult to evaluate or exploit, are now in the sights of the oil giants once again. As Repsol itself points out in its publicity material, ‘Accessing new reserves is an increasingly difficult task. The subsoil is a great unknown. Drilling and making large financial investments are risky, difficult decisions.’ As a result, the most sophisticated computational processes must be brought to bear on the situation. Smart decisions require smart tools: ‘To minimize error and make the correct decisions at Repsol, we have decided to let technology help us to make those decisions.’4

Those decisions include extracting every last drop of oil from under the earth, with full awareness of the irreparable damage that will do to the planet, ourselves and our societies, and everything and everyone we share the planet with. It is that technology which has marked out the grid of stakes, plastic strips and boreholes which march across Epirus and across Greece, rendering the environment into a virtual checkerboard for exploitation. This is what happens – now – when artificial intelligence is applied to the earth itself.

Repsol and IBM are not the only ones using artificial intelligence to hasten the degradation and exhaustion of the planet. Repsol also has an ongoing relationship with Google, which has put its advanced machine-learning algorithms to work across the company’s global network of oil refineries, helping to boost their efficiency and output.5 At Google’s Cloud Next conference in 2018, a host of oil companies presented the ways in which they were using machine-learning to optimize their businesses. (Following a Greenpeace report on Silicon Valley and the oil industry in 2020, Google promised to stop making ‘custom AI/ML algorithms to facilitate upstream extraction in the oil and gas industry’, although this will have no effect on the industry’s extensive use of Google’s infrastructure and expertise.6) The following year, Microsoft hosted the inaugural Oil and Gas Leadership Summit in Houston, Texas, and has long-standing partnerships with ExxonMobil, Chevron, Shell, BP and other energy firms, which include cloud storage and a growing portfolio of artificial intelligence tools.7 Even Amazon – which controls almost half of commercial cloud infrastructure – is getting into the game, with one salesperson writing, in the aftermath of Google’s announcement, ‘If you’re an O&G [Oil & Gas] company looking for a strategic digital transformation partner, we would recommend choosing a partner who actually uses your products and can help you transform for the future.’8

What future is being imagined here? And what intelligence is at work? If and when Repsol’s intelligent algorithms reach the oil lying beneath the mountains and forests of Epirus, the result will be the inevitable destruction of environmental treasures: the felling of trees, the killing of wildlife, the fouling of the air and the poisoning of waters. This future is one in which every last drop of oil is pumped out of the earth and burned for profit. It is a future in which carbon dioxide and other greenhouse gases continue to rise, fuelling global heating, catalysing sea-level rises and extreme weather events, and smothering life across the planet. A future which is, in short, no future at all. What form of intelligence seeks not merely to support but to escalate and optimize such madness? What sort of intelligence actively participates in the drilling, draining and despoliation of the few remaining wildernesses on earth, in the name of an idea of progress we already know to be doomed? This is not an intelligence I recognize.

I don’t know how much of the legwork, the digging and the design of the Epirus exploration we can attribute to old-fashioned human analysis and how much to AI. Repsol, despite my asking, won’t tell me. But that’s not really the point. What matters here, to me, is that the most advanced technologies, processes and businesses on the planet – artificial intelligence and machine-learning platforms built by IBM, Google, Microsoft, Amazon and others – are brought to bear on fossil fuel extraction, production and distribution: the number one driver of climate change, of CO2 and greenhouse gas emissions, and of global extinction.

Something seems to be deeply amiss in what we imagine our tools are for. This thought has crept up on me in recent years as I’ve watched as new technologies – particularly the most novel and ‘intelligent’ ones – are used to undermine and usurp human joy, security and even life itself. I’m not the only one to think this. The ways in which the development of these supposedly intelligent tools might harm, efface and ultimately supplant us has become the subject of a wide field of study, involving computer scientists, programmers and technology firms, as well as theorists and philosophers of machine intelligence itself.

One of most dramatic of these possible futures is described in something called the paperclip hypothesis. It goes like this. Imagine a piece of intelligent software – an AI – designed to optimize the manufacture of paperclips, an apparently simple and harmless business goal. The software might begin with a single factory: automating the production line, negotiating better deals with suppliers, securing more outlets for its wares. As it reaches the limits of a single establishment, it might purchase other firms, or its suppliers, adding mining companies and refineries to its portfolio, to provide its raw materials on better terms. By intervening in the financial system – already fully automated and ripe for algorithmic exploration – it could leverage and even control the price and value of materials, moving markets in its favour and generating computationally fiendish futures contracts that make its position unassailable. Trade agreements and legal codes make it independent of any one country and unaccountable to any court. Paperclip manufacturing flourishes. But without the proper constraints – which, due to the complexity of the world the AI operates in, would far exceed in complication the most intractable legal contract or philosophical treatise – there is little to stop it going much further. Having secured control of legal and financial systems, and suborned national governance and lethal force to its will, all Earth’s resources are fair game for the AI in pursuit of more efficient paperclip manufacture: mountain ranges are levelled, cities razed, and eventually all human and animal life is fed into giant machines and rendered into its component minerals. Giant paperclip rocket ships eventually leave the ravaged Earth to source energy directly from the Sun and begin the exploitation of the outer planets.9

It’s a terrifying and seemingly ridiculous chain of events – but only ridiculous in so far as an advanced Artificial Intelligence has no need for paperclips. Driven by the logic of contemporary capitalism and the energy requirements of computation itself, the deepest need of an AI in the present era is the fuel for its own expansion. What it needs is oil, and it increasingly knows where to find it.

The wooden stakes that march for miles across the landscape of Epirus, the holes being drilled, the explosions that shake the ground: these are alien probes, the operations of an artificial intelligence optimized to extract the resources required to maintain our current rate of growth, at whatever cost necessary.

Some of the strongest warnings about AI have in fact come from its greatest proponents: the billionaires of Silicon Valley who have most bullishly pushed a narrative of technological determinism. Technological determinism is the line of thinking which decrees that technological progress is unstoppable. Given that the rise of AI is as inevitable as that of computers, the internet, and the digitization of society as a whole, we should strap ourselves in and get with the programme. Yet Elon Musk, creator of PayPal and owner of Tesla and SpaceX, believes that AI is the ‘biggest existential threat’ to humanity.10 Bill Gates, the founder of Microsoft – whose Azure AI platform keeps Shell’s oil platforms humming – has said he doesn’t understand why people are not more concerned about its development.11 Even Shane Legg, co-founder of the Google-owned AI company DeepMind – best known for beating the best human players at the game of Go – has gone on the record to state that ‘I think human extinction will probably occur, and technology will likely play a part in this.’ He wasn’t talking about oil: he was talking about AI.12

These fears aren’t so surprising. After all, the captains of digital industry, the beneficiaries of the vast wealth that technology generates, have the most to lose in being replaced by super-intelligent AI. Perhaps they fear artificial intelligence because it threatens to do to them what they have been doing to the rest of us for some time.

In the last few years, I have given talks at conferences and spoken on panels about the social impacts of new technology, and as a result I am sometimes asked when ‘real’ AI will arrive – meaning the era of super-intelligent machines, capable of transcending human abilities and superseding us. When this happens, I often answer: it’s already here. It’s corporations. This usually gets an uncertain half-laugh, so I explain further. We tend to imagine AI as embodied in something like a robot, or a computer, but it can really be instantiated as anything. Imagine a system with clearly defined goals, sensors and effectors for reading and interacting with the world, the ability to recognize pleasure and pain as attractors and things to avoid, the resources to carry out its will, and the legal and social standing to see that its needs are catered for, even respected. That’s a description of an AI – it’s also a description of a modern corporation. For this ‘corporate AI’, pleasure is growth and profitability, and pain is lawsuits and drops in shareholder value. Corporate speech is protected, corporate personhood recognized, and corporate desires are given freedom, legitimacy and sometimes violent force by international trade laws, state regulation – or lack thereof – and the norms and expectations of capitalist society. Corporations mostly use humans as their sensors and effectors; they also employ logistics and communications networks, arbitrage labour and financial markets, and recalculate the value of locations, rewards and incentives based on shifting input and context. Crucially, they lack empathy, or loyalty, and they are hard – although not impossible – to kill.

The science fiction writer Charles Stross likens our age of corporate control to the aftermath of an alien invasion. ‘Corporations do not share our priorities. They are hive organisms constructed out of teeming workers who join or leave the collective: those who participate within it subordinate their goals to that of the collective, which pursues the three corporate objectives of growth, profitability, and pain avoidance,’ Stross writes. ‘We are now living in a global state that has been structured for the benefit of non-human entities with non-human goals.’13

Put like that, it’s not hard to see why the masters of today’s largest corporations fear their own obsolescence at the hands of artificial intelligence. No longer at the top of the pile, they would be as vulnerable as the rest of us to all-powerful entities which do not share their interests, and which would at best cast them aside, and at worst physically rearrange them into a more useful consistency.

What I understand from this gloomy appraisal is that our conception of artificial intelligence – and thus, being modelled on ourselves, of intelligence in general – is fundamentally flawed and limited. It reveals that when we talk about AI, we’re mostly talking about this kind of corporate intelligence, and ignoring all the other kinds of things that AI – that any kind of intelligence – could be.

That’s what happens, it would seem, when the development of AI is led primarily by venture-funded technology companies. The definition of intelligence which is framed, endorsed and ultimately constructed in machines is a profit-seeking, extractive one. This framing is then repeated in our books and films, in the news media and the public imagination – in science fiction tales of robot overlords and all-powerful, irresistible algorithms – until it comes to dominate our thinking and understanding. We seem incapable of imagining intelligence any other way – meaning we are doomed not only to live with this imagining, but to replicate and embody it, to the detriment of ourselves and the planet. We become more like the machines we envisage, in ways which, in the present, have profoundly negative effects on our relationships with one another and with the wider world.

One way to change the nature of these relationships, then, is to change the way we think about intelligence: what it is, how it acts on the world, and who possesses it. Beyond the narrow framing put forward by both technology companies and the doctrine of human uniqueness (the idea that, among all beings, human intelligence is singular and pre-eminent) exists a whole realm of other ways of thinking and doing intelligence. It is the task of this book to do some of that reimagining: to look beyond the horizon of our own selves and our own creations to glimpse another kind, or many different kinds, of intelligence, which have been here, right in front of us, the whole time – and in many cases have preceded us. In doing so, we might change the way we think about the world, and thus chart a path towards a future which is less extractive, destructive and unequal, and more just, kind and regenerative.

On this journey, we will not be alone. In the last few decades, a very different imagining of intelligence has been underway. Emerging, on the one hand, from the biological and behavioural sciences, and on the other from the growing appreciation and integration of indigenous and non-Western systems of knowledge, this new way of understanding intelligence runs counter to narratives of single-mindedness and avarice. And much more significantly, for our story, it challenges the idea that intelligence is something uniquely or even especially ‘human’ at all.

Until very recently, humankind was understood to be the sole possessor of intelligence. It was the quality that made us unique among life forms – indeed, the most useful definition of intelligence might have been ‘what humans do’. This is no longer the case. Thanks to decades of work, careful science, much thinking and the occasional but essential cooperation of non-human colleagues and partners, we are just starting to open the door to an understanding of an entirely different form of intelligence; indeed, of many different intelligences.

From bonobos shaping complex tools, jackdaws training us to forage for them, bees debating the direction of their swarms, or trees that talk to and nourish one another – or something far greater and more ineffable than these mere parlour tricks – the non-human world seems suddenly alive with intelligence and agency. It’s a trick of the light of course: these other minds have always been here, all around us, but Western science and popular imagination, after centuries of inattention and denial, are only just starting to take them seriously. And taking them seriously requires us to re-evaluate not only our idea of intelligence, but our idea of the entire world. What would it mean to build artificial intelligences and other machines that were more like octopuses, more like fungi, or more like forests? What would it mean – to us and for us – to live among them? And how would doing so bring us closer to the natural world, to the earth which our technology has sundered, and sundered us from?

This idea of forming new relationships with non-human intelligences is the central theme of this book. It emanates from a wider and deeper dawning: the increasingly evident and pressing reality of our utter entanglement with the more-than-human world. It is the full meaning of that phrase, and its repercussions for ourselves, our technologies and our relationships with everything and everyone with whom we share the planet, which I will explore in what follows. Such an undertaking is both urgent and fascinating. If we are to address the wholesale despoliation of the planet, and our growing helplessness in the face of vast computational power, then we must find ways to reconcile our technological prowess and sense of human uniqueness with an earthy sensibility and an attentiveness to the interconnectedness of all things. We must learn to live with the world, rather than seek to dominate it. In short, we must discover an ecology of technology.

The term ‘ecology’ was coined in the mid nineteenth century by the German naturalist Ernst Haeckel in his book Generelle Morphologie der Organismen (‘General Morphology of Organisms’). ‘By ecology,’ wrote Haeckel, ‘we mean the whole science of the relations of the organism to the environment including, in the broad sense, all the conditions of existence.’14 The term derives from the Greek οἶκος (ekos), meaning house or environment; in a footnote Haeckel also referenced the Greek χωρα (hora), meaning ‘dwelling place’. Ecology is not merely the study of where we find ourselves, but of everything which surrounds us and allows us to live.

Haeckel was an early proponent of the work of Charles Darwin. In particular, he supported Darwin’s belief that the full import of his theories was to be found not in the way in which individual species developed, but in the relationships between species. In the famous final paragraph of On the Origin of Species, Darwin provided a proto-description of ecology, describing an ‘entangled bank’, wherein plants of many kinds, birds, insects and other ‘elaborately constructed forms, so different from one another’ were produced by the complex forces of evolution, yet depended utterly on one another.15

Perhaps the briefest but most resonant description of ecological thought is that given in 1911 by John Muir, the Scottish-American naturalist, outdoorsman and father of the US National Park system. Reflecting on the abundance of complex life he encountered while writing his book My First Summer in the Sierra, he wrote simply: ‘When we try to pick out anything by itself, we find it hitched to everything else in the Universe.’16

Ecology is the study of these interrelationships: those unbreakable cords which tie everything to everything else. Crucially, those relationships extend to things as well as beings: ecology is just as interested in how the availability of nesting materials affects bird populations, or how urban planning shapes the spread of diseases, as it is in how honeybees pollinate marigolds and cleaner wrasses delouse surgeonfish. And that’s just biological ecology. Ecology is fundamentally different to the other sciences in that it describes a scope and an attitude of study, rather than a field. There is an ecology – and ecologists – of mathematics, behaviour, economics, physics, history, art, linguistics, psychology, warfare, and almost any other discipline that you can think of.

There is also ecological politics, which has the potential not merely to describe worlds, but to change them. It was as an ecologist that the marine biologist Rachel Carson approached the environment, culminating in her immensely influential Silent Spring of 1962, her ecological understanding enabling her to link pesticides in the rivers and oceans to devastating effects on animal and human health. Her work led directly to bans on toxins such as DDT, and the birth of the global environmental movement. Since then, ecological thought has hitched itself to politics and law, in order to shift public awareness and social practice towards less damaging forms of relationships with the natural world.

Ecological thought, once unleashed, permeates everything. It is as much movement as science, with all the motive, restless energy that word connotes. Every discipline discovers its own ecology in time, as it shifts inexorably from the walled gardens of specialized research towards a greater engagement with the wider world. As we expand our field of view, we come to realize that everything impacts everything else – and we find meaning in these interrelationships. Much of this book will be concerned with this particular ecological thought: that what matters resides in relationships rather than things – between us, rather than within us.

Technology is the last field of study to discover its ecology. Ecology is the study of the place we find ourselves in, and the relationships between its inhabitants, while technology is the study of what we do there: τέχνη (techne), or craft. Putting it that way makes them sound like natural bedfellows, but the history of technology is largely one of wilful blindness to the context and consequences of its enactment. What counts as technology is also much debated. I like the definition given by the science fiction writer Ursula Le Guin, in a rebuff to critics who accused her of not including enough of it in her work. ‘Technology’, she wrote, ‘is the active human interface with the material world.’ Its definition, for Le Guin, wasn’t limited to ‘high’ technology, like computers and jet bombers; rather, it referred to anything that was produced by human ingenuity. That included fire, clothing, wheels, knives, clocks, combine harvesters – and paperclips.

To those who consider technology, whether high or low, to be too complex, too specialized or too abstruse to think fully and clearly about, Le Guin had some words of encouragement: ‘I don’t know how to build and power a refrigerator, or program a computer, but I don’t know how to make a fishhook or a pair of shoes, either. I could learn. We all can learn. That’s the neat thing about technologies. They’re what we can learn to do.’17 That is worth keeping in mind as we proceed, because we will be encountering plenty of examples of ‘high’ technology that might seem daunting at the outset – but every one of them has been thought, learned and done by someone who sleeps at night and shits in the morning. We can learn to do them too.

For most of this book, we will be concentrating on high technology, particularly that variant of it developed in the decades since the Second World War: information technology, or the science and practice of computers, digital communication and computation. But, because we are interested in ecological relationships, we will also touch on the centuries of industrial technology which preceded it: the science of steam engines, cotton mills, jet turbines, pneumatic clocks and telegraph wires. We will even encounter Neolithic flutes, clockwork automata, water organs, and the ‘new media’ of Ancient Greece.

In this endeavour, I am not concerned with the overt technologies of environmental ecology – with solar panels, wind turbines, carbon capture and geoengineering – as necessary and fascinating as these tools may be. Rather, I am concerned at a deeper level with how we think with, through and about all our technologies: how we consider their role and their impact, their meaning and metaphor, their dialogue and relationships with the surrounding world. To the ecological thinker, all technologies are ecological.

Moreover, I will seek to trouble the distinctions between these types and levels of technology, and between technology, human craft and the rest of the universe. Because it is a deep and abiding paradox that it should have taken so long for technology to encounter and acknowledge ecology, or rather to discover it within itself. Technology, understood as our interface with the material world, is that human practice which most closely ties us to our context and our environment. It exemplifies and performs the most central characteristics of ecology: complexity, interrelatedness, interdependence, distribution of control and agency, even a closeness to the earth and the sky; on, under and out of which we fashion our tools.

An ecology of technology, then, is concerned with the interrelationships between technology and the world, its meaning and materiality, its impact and uses, beyond the everyday, deterministic fact of its own existence. We will start to construct such an ecology by examining many of the assumptions and biases that are built into our ways of thinking, and which are subsequently embedded in the tools we use every day so deeply that we rarely think to question them. The most powerful of these is the idea that human intelligence is unique, and uniquely significant, in the world. Yet, as we shall see, there are in fact many ways of doing intelligence, because intelligence is an active process, not just a mental capacity. By rethinking intelligence, and the forms in which it appears in other beings, we will begin to break down some of the barriers and false hierarchies that separate us from other species and the world. In doing so, we will be in a position to forge new relationships based on mutual recognition and respect.

Later, I will explore the ways in which language, that most evocative of human faculties, emerged from our direct experience of the world. As we heard and saw and felt the world – the babbling of the brook, the flight of the bird, the rumbling of the storm – we shaped language to reflect these experiences, in order to better reflect it to itself, and thus to embody and come into communion with it. In the millennia since we first spoke to and of the world we have lost much of this sense of connection to it: technological progress is all too often accompanied by spiritual attenuation. But I will argue that our contemporary, networked, computational technologies might yet be our fullest attempt since the development of language to draw ourselves closer to nature, however carelessly and unconsciously.

Changing our relationship with the world requires us to acknowledge this, and to undertake the task more carefully and consciously. This task is paramount if we are to reconcile the vast scope, god-like power and material demands of our technology with our present situation. We are poisoning the soil and air, warming the atmosphere, acidifying the oceans, burning the forests, and murdering with unthinkable efficiency the numberless beings who share our planet, not to mention generations of humans alive and yet to come. The devastation we are visiting upon the earth has every likelihood of forcing our species back into the caves – as does an unthinking critique of technological progress. If we do not wish to go there, and do not wish to render ourselves alone and abject on the face of the earth, we must rethink every aspect of our technological society and the ideas it is founded on, and we must do it fast.

This remains entirely within our capabilities. ‘The history of life on earth has been a history of interaction between living things and their surroundings,’ wrote Rachel Carson, in Silent Spring. ‘To a large extent, the physical form and the habits of the earth’s vegetation and its animal life have been molded by the environment. Considering the whole span of earthly time, the opposite effect, in which life actually modifies its surroundings, has been relatively slight. Only within the moment of time represented by the present century has one species – man – acquired significant power to alter the nature of his world.’18 Today, we call this moment the Anthropocene, and its naming should cause us to take our power seriously, while also recognizing that it is temporal, and like all temporal things it is subject to change. A world in which the environment itself was dominant, an ecological world, is of much longer duration and, despite the thoughtless exercise of our power, has never gone away. Indeed, the tumult in which we find ourselves today might be considered its violent reassertion. The task that lies ahead of us involves less a novel change in ourselves than a recognition – in the sense of a re-cognition, a realization and a rethinking – of our place in the world.

I will also make the case in this book for the agency and personhood of technology itself, or perhaps of technology yet to come: the moment, much prophesied, when our machines become self-sufficient, self-aware, perhaps self-governing. Such a moment does not strip us humans of the responsibility or agency to effect change in our own attitudes and behaviours. On the contrary, thinking about the agency of technology is an opportunity to think seriously and concretely about how we might ensure greater justice and equality for all of the planet’s inhabitants: human, non-human and machine. Technology, for now, remains mostly in our hands, and it remains within our capability to repair, restore and regenerate its entanglement with and effects upon the world.

It was not technology which cast us out of Eden, or sent us fleeing from Babel. It was not technology which designated non-human life as brutish or mechanical, fit only for the slaughterhouse and the vivisection table. That was greed and hubris, Aristotle and Descartes, the edifice of human exceptionalism and Western, European philosophy. Technology embodies the ideas and metaphors of its time, but such tools are turnable to other ends, and so are we. As the poet and visionary William Blake wrote: ‘The tree which moves some to tears of joy is in the eyes of others only a green thing that stands in the way. Some see nature all ridicule and deformity … and some scarce see nature at all. But to the eyes of the man of imagination, nature is imagination itself.’19

More than ever, it is time for re-imaginings. Yet this act of imagination cannot be ours alone. To think against human exceptionalism requires us to think outside and beyond it, and to recognize in Blake’s vision the deep truth of his words: nature is imagination itself. In this truth is encapsulated the philosophy behind the phrase I used earlier: the more-than-human world.

Coined by the American ecologist and philosopher David Abram, the ‘more-than-human world’ refers to a way of thinking which seeks to override our human tendency to separate ourselves from the natural world. This tendency is so pronounced it is rife even within environmentalism, the movement which seeks to bring us closer to nature and thereby to preserve it. For in so framing our intentions, we have already set up an implicit separation between ourselves and nature, as if we were two separate entities, unbound by inseparable ties of place and origin. Conventional terms such as ‘the environment’, and even ‘nature’ itself (particularly when opposed to ‘culture’), compound the erroneous idea that there is a neat divide in the world between us and them, between humans and non-humans, between our lives and the teeming, multitudinous living and being of the planet.

In contrast, the ‘more-than-human world’ acknowledges that the very real human world – the realm of our senses, breath, voice, cognition and culture – is but one facet of something vastly greater. All human life and being is inextricably entangled with and suffused by everything else. This broad commonwealth includes every inhabitant of the biosphere: the animals, plants, fungi, bacteria and viruses. It includes the rivers, seas, winds, stones and clouds that support, shake and shadow us. These animate forces, these companions on the great adventure of time and becoming, have much to teach us and have already taught us a great deal. We are who we are because of them, and we cannot live without them.

The more-than-human world is not mere fancy, or philosophical wordplay: it is the instantiation in our awareness and attitudes of hard-won scientific truths, albeit ones whose full implications have yet to permeate society. Lynn Margulis, the most significant evolutionary biologist of the twentieth century, had this to say about our entanglement with non-human life: ‘No matter how much our own species preoccupies us, life is a far wider system. Life is an incredibly complex interdependence of matter and energy among millions of species beyond (and within) our own skin. These Earth aliens are our relatives, our ancestors, and part of us. They cycle our matter and bring us water and food. Without “the other” we do not survive.’20

The notion of a more-than-human world further intimates that these things are beings: not passive props in the drama of our own preoccupations, but active participants in our collective becoming. And because that becoming, that potential flourishing, is collective, it demands that we recognize the beingness, the personhood of others. The world is made up of subjects, not objects. Everything is really everyone, and all those beings have their own agency, points of view and forms of life. The more-than-human world demands our recognition, for without it we are nothing. ‘Life and Reality’, wrote the Buddhist philosopher Alan Watts, ‘are not things you can have for yourself unless you accord them to all others. They do not belong to particular persons any more than the sun, moon and stars.’21

Everything? Really? Yes. As we shall see, the subjecthood of which we speak springs up all around us when we consider how we relate to everything else. Being itself is relational: a matter of interrelationships. All that is required for sticks and stones to leap into life, wrote the Brazilian anthropologist Eduardo Viveiros de Castro, is our own presence.22 Our human agency and intentionality transforms the objects of culture into subjects, through the meaning we give to them and the uses we put them to.

While the machines we are constructing today might one day take on their own, undeniable form of life, more akin to the life we recognize in ourselves, to wait for them to do so is to miss out on the full implications of more-than-human personhood. They are already alive, already their own subjects, in ways that matter profoundly to us and to the planet. In the words often attributed to Marshall McLuhan (but more properly ascribed to Winston Churchill): ‘we shape our tools, and thereafter our tools shape us.’23 We are the technology of our tools: they shape and form us. Our tools have agency, and thus a claim upon the more-than-human world as well. This realization allows us to begin the core task of a technological ecology: the reintegration of advanced human craft with the nature it sprung from.

Finally, this book has one further aim. Given that we humans and the things we make are inextricably entangled with the more-than-human world, and given that rethinking our relationship with that world demands that we acknowledge its existence and agency, we must think a little about the form that relationship might take. Part of that relationship is simply care: a constant attentiveness to the meaning and affect of our entanglement. The rest, unfortunately, is politics: the hard, meaty detail of debate, decision-making, power relationships and status. This is where, I believe, the computational world has something crucial to contribute to our more-than-human community, something which might in time justify its inclusion in that commonwealth, should justification be needed. The infinite complexity of computation, which we have divined or dreamed up from the material world, and instantiated in the form of machines, has much to teach us about how we might relate to one another. This is the subject of the final part of the book: machines which, along with honeybees, sacred rivers, incarcerated elephants and roulette wheels, might lead us towards a more just and equitable, a more-than-human, politics.

We have come, as the shock of more-than-human consciousness testifies, to think of ‘nature’ as something separate from ourselves. When we speak of the fantastical futures envisioned by high technology, we speak of a ‘new’ or ‘next’ nature, some utopia of computation which further alienates and supplants the actual ground we came from and still stand upon. It is time to put aside such adolescent solipsism – both for the sake of ourselves and of the more-than-human world. There is only nature, in all its eternal flowering, creating microprocessors and datacentres and satellites just as it produced oceans, trees, magpies, oil and us. Nature is imagination itself. Let us not re-imagine it, then, but begin to imagine anew, with nature as our co-conspirator: our partner, our comrade and our guide.




[image: Penguin walking logo]
1

Thinking Otherwise

Somewhere on the higher slopes of Mount Parnassus a small, dark grey car makes its way along a roughly tarmacked track. The road is fringed with snow; far below, the Gulf of Corinth glitters in the sun. The car moves slowly, almost carefully: it is watching the road. It has eyes – several of them – which track the edges of the embankments, identify the white markings at the junctions, note and transcribe where stops are made and turnings taken. It has other senses too: it can tell how fast it is travelling, where it is on the map, what angle the steering wheel is set to. And it has a kind of mind. Not a very sophisticated one, but with a clear focus and a capacity to learn from its surroundings, integrate its findings, and extrapolate and make predictions about the world around it. That mind was perched precariously on the passenger seat; I sat at the wheel, still in control, for now.

All this took place a few years ago, in the winter of 2017, when I decided to try and build myself a self-driving car. And although it never – quite – drove itself, it did take me to some pretty interesting places.

The idea of a self-driving car is fascinating to me. Not really for its capabilities, but for its place in our imagination. The self-driving car is one of those technologies which in the space of just a few years has gone from space-age, ‘Life in the Twenty-First Century’ fantasy to humdrum reality, without ever passing through a period of critical reflection or assimilation. In moments like this, reality is rewritten. The same will almost certainly be true of more advanced forms of AI. They will appear, suddenly, in our midst – the long slog of research and development, invisible to most, forgotten in the fact of their reality. Questions about who gets to do that rewriting of reality, which decisions are made along the way, and who gains from it, are all too often missed and forgotten in the excitement. That is why I believe that it’s crucially important for as many of us as possible to be engaged in thinking through the implications of new technologies; and that this process has to include learning about and tinkering with the things ourselves.

My attempt at building an autonomous vehicle consisted of a rented SEAT hatchback, a few cheap webcams, a smartphone taped to the steering wheel, and some software copied and pasted from the internet.1 This wasn’t a case of programming a dumb machine with everything it needed to know in advance, however. Like the commercial systems developed by Google, Tesla and others, my car would learn to drive by watching me drive: by comparing the view from the cameras with my speed, acceleration, steering wheel position and so forth, the system matched my behaviour with the road shape and condition, and after a couple of weeks it had learned how to keep a vehicle on the road – in a simulator at least. I’m not the world’s best driver, and I wouldn’t trust anyone’s life to this thing, but the experience of writing code and going out on the road gave me a better understanding of how certain kinds of AI operate, and what it feels like to work alongside a learning system.

I wondered too what it would mean to do this kind of work far from the highways of California, where Silicon Valley trains its self-driving cars, or the test-tracks of Bavaria, where the giants of the automotive industry evolve new models, and instead on the roads of Greece, where I had recently found myself living. This was a place with a very different material and mythological past and present. It turned out to go beautifully.

Leaving Athens and heading north with no particular destination in mind, other than to give my AI co-pilot a taste of many different kinds of terrain, I soon found myself passing the ancient sites of Thebes and Marathon, and climbing towards the dark bulk of Mount Parnassus. In Greek mythology, Parnassus was sacred to the cult of the god Dionysus, whose ecstatic mysteries were revealed by consuming copious amounts of wine and dancing wildly; participants in such rites liberated the beast within to become one with nature. Parnassus was also the home of the Muses, the goddesses who inspired literature, science and the arts. To attain the summit of Parnassus is thus to be elevated to the peak of knowledge, craft and skill.

Chance and geography conspired to frame a fascinating question. What would it mean, mythologically speaking, to be driven up Parnassus by an AI? On the one hand, it might be read as a kind of submission to the machine: an admission that the human race has run its course, and that it is time to pass the mantle of exploration and discovery to our robot overlords. On the other hand, to attempt the journey in the spirit of mutual understanding rather than conquest might just be how we write a new narrative onto Parnassus – one in which human and machine intelligences amplify, rather than try to outdo, one another.

I started this project because I wanted to understand AI better, and in particular because I wanted to have the experience of collaborating with an intelligent machine, rather than trying to determine its output. In fact, the whole effort was predicated on a kind of anti-determinacy: I wanted to plan as little as possible about the whole journey. So one thing I did, when training the car, was to drive completely at random, taking almost every side road and turning I came across, wandering and wondering, and getting totally, happily lost. In turn, by watching me, the car learned to get lost too.

This was a deliberate rejection of the kind of driving most of us do today: plugging a destination into a GPS system and following its directions without question or input. This loss of agency and control is mirrored in society at large. Confronted by ever more complex and opaque technologies, we capitulate to their commands, and a combination of fear and boredom is the frequent result. Instead of surrendering to a set of processes I didn’t understand, only to arrive at a pre-selected location, I wanted to go on an adventure with the technology, to collaborate with it in the production of new and unforeseen outcomes.

In this, my approach owed more to the flâneur than the engineer. The flâneur or flâneuse of nineteenth-century Paris was a person who walked the streets without a care in the world, an urban explorer on whom the impressions of the city would play and play out. In the twentieth century, the figure of the flâneur was picked up by proponents of the dérive, or drift: a way of combating the malaise and boredom of modern life through unplanned walks, attentiveness to one’s surroundings and encounters with unexpected events. The twentieth-century philosopher Guy Debord, the primary theorist of the dérive, always insisted that such walks were best undertaken in company, so that people’s differing impressions of the group could resonate with and amplify one another. In the twenty-first century, could my autonomous companion perform the same role?2

As well as getting lost, I was trying to think of ways to illustrate what I was coming to think of as the umwelt of my self-driving car. Coined by the early twentieth-century German biologist Jakob von Uexküll, umwelt literally translates as ‘environment’ or ‘surroundings’ – but, being German, it means a lot more than that. The umwelt connotes the particular perspective of a particular organism: its internal model of the world, composed of its knowledge and perceptions. The umwelt of the tick parasite, for example, consists of just three incredibly specialized facts or factors: the odour of butyric acid, which indicates the presence of an animal to feed upon; the temperature of 37 degrees Celsius, which indicates the presence of warm blood; and the hairiness of mammals, which it navigates to find its sustenance. From these three qualities, the tick’s whole universe blooms.3

Crucially, an organism creates its own umwelt, but also continually reshapes it in its encounter with the world. In this way, the concept of umwelt asserts both the individuality of every organism and the inseparability of its mind from the world. Everything is unique and entangled. Of course, in a more-than-human world, it’s not only organisms which have an umwelt – everything does.

The umwelt has long been a useful concept in robotics as well as biology. It’s easy to see how the example of the tick’s simple rules could be adapted to provide the basic framework for a simple, autonomous robot: ‘move towards this light; stop at that sound; react to this input.’ What then is the umwelt of the self-driving car?

The simple intelligence at the heart of my car is called a neural network, one of the most common forms of learning machine in use today. It is a programme designed to simulate a series of artificial ‘neurons’, or smaller processing units, arranged in layers like an extremely simplified brain. Input signals – the speed of the car, the position of the steering wheel, the view from the cameras – are fed into these neurons, sliced into component parts, compared, contrasted, analysed and associated. As this data flows through the layers of neurons, this analysis becomes ever more detailed and ever more abstract – and therefore harder for an outsider to understand. But we can visualize aspects of this data. In particular, once the car has been trained a little, we can see what the network thinks is important about what it sees.4
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Visualizations of a neural network’s way of seeing.
The images above illustrate a little of that. The first is the view directly from the car’s main camera: a road in Parnassus, disappearing into the mist. The second is how that image looks when it has passed through two layers of the network; the third is the fourth layer. Of course, these are visualizations for human eyes: the machine ‘sees’ only a representation in data. But these images are data too: the details which remain in the image are the details which the machine thinks are important about the image. In this case, the important details are the lines along the side of the road. The machine has decided from its observations that these lines are of some importance; as indeed they are, if the machine is to stay on the road. Like the tick’s sensitivity to the temperature of mammalian blood, the lines on the road form an important part of the car’s umwelt.

And in this observation, we find the point where my umwelt is entangled with that of the car. I see the lines too. We share at least one aspect of our models of the world – and from this, too, whole universes might bloom.

To dramatize this revelation of a shared model – and therefore a shared world – I did something which felt a little mean. As much as I’d grown into our collaboration, and fond of my automated companion, I decided to test it. And so, using several kilo bags of salt, I poured out onto the ground a solid circle a few metres in diameter, and then around it I drew a dashed circle. Together, these circles formed a closed space in which the (European) road marking for ‘No Entry’ is projected inwards. As a result, any well-trained, law-abiding autonomous vehicle, on entering the circle, would find itself unable to leave it. I called it the Autonomous Trap.
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Autonomous Trap 001, Mount Parnassus, 2017.
This crude attack on the machine’s sense of the world was intended to make a few points. The first is political: by working with these technologies, we can learn something of their world, and this knowledge can be used to turn them to more interesting and equitable ends – or to stop them in their tracks. Faced with the kind of corporate intelligences we encountered in the Introduction, this is useful knowledge.

Secondly, it asserts that the tools of the imagination and aesthetic representation are as important in an age of machines as they ever were. Art has a role to play here, and we can intervene in the development and application of technology as effectively from this position as from that of an engineer or programmer. This is useful knowledge too.

Mostly, though, I wanted to emphasize the aspects of the world which the AI and ourselves perceive in common: our shared umwelt. My video of the Autonomous Trap subsequently went viral, and I have the feeling that people appreciated the chutzpah and the whiff of black magic more than the collaboration: in an age of Uber, air pollution, mass automation and corporate AI, there’s something pleasing about stopping the robot in its tracks. Nevertheless, the fact remains: we share a world with our creations.

If seeing the relationships between humans and artificial intelligences as creative collaborations rather than open competitions produces such interesting results, what else might be possible? What other intelligences share worlds, and what is to be found in their encounters and imbrications? If contemporary ideas about artificial intelligence seem to be leading us down a darkly corporate, extractive and damaging path, what alternatives exist?

The current, dominant form of artificial intelligence, the kind you hear everyone talking about, is not creative or collaborative or imaginative. It is either totally subservient – frankly, stupid – or it is oppositional, aggressive and dangerous (and possibly still stupid). It is pattern analysis, image description, facial recognition and traffic management; it is oil prospecting, financial arbitrage, autonomous weapons systems, and chess programmes that utterly destroy human opposition. Corporate tasks, corporate profits, corporate intelligence.

In this, corporate AI does have one commonality with the natural world – or rather, with our false, historical conception of it. It imagines an environment red in tooth and claw, in which naked and frail humanity must battle with devastating forces and subdue them, bending them to his will (and it is usually his) in the form of agriculture, architecture, animal husbandry and domestication. This way of seeing the world has produced a three-tiered classification system for the kinds of animals we encounter: pets, livestock and wild beasts, each with their own attributes and attitudes. In transferring this analogy to the world of AI, it seems evident that thus far we have mostly created domesticated machines of the first kind, we have begun to corral a feedlot of the second, and we live in fear of unleashing the third.

Where does my self-driving car sit in this taxonomy? It’s mostly ‘pet’ – a domesticated machine under my control – but it’s also productive, in harness, a working animal; and, because of my insistence that it goes where it pleases, it’s a little wild, a little unpredictable. With careless handling, the self-driving car might be considered among the most damaging applications of AI. Not only does it contribute directly to the destruction of the planet through material extraction and carbon emissions – at least, until we get fully solar, sustainable versions – but it also steals from us the very real, if guilty, pleasure of driving.

Only those who have already lost most of their joy could consider this an improvement on the current situation. But considered differently, autonomous transport could replace the kinds of selfish, individual transportation we rely upon at present, and reinvigorate public transport, shared ownership and environmentally appropriate usage. It might also return us to the world, by making us more aware of our surroundings and our fellow travellers. In this way it could liberate us from the mundanity of everyday life, and introduce us to a host of chattering new companions, starting with itself. That it is capable of such different outcomes, depending on how we approach it, tells us that those historical categories of animal and machine – of master, servant, slave and resource – are not to be trusted. Indeed, we should scrap them altogether: for the machines, and for everyone else.

It seems to me significant that just as we start to question the real meaning of ‘artificial’ intelligence, science is starting to explore what it means to call something or someone intelligent across the board. Our myths and fables have always held a place for the liveliness of non-human beings – and non-Western cultures, with deeper knowledge and longer memories, have always insisted on their agency – but for Western science, they have always been tricky territory. On the one hand, we’ve always known animals were smart, in the most stunning diversity of ways, but official discourse has always held off from ascribing them intelligence.

It’s at this point that we have to ask, well, what do we mean by intelligence? This is not only the most crucial question we could ask, but also the most diverting, and ultimately the most shattering and generative – because, honestly, nobody really knows.

There are many different qualities which we categorize as intelligent. They include, but are far from limited to, the capacity for logic, comprehension, self-awareness, learning, emotional understanding, creativity, reasoning, problem-solving and planning. There are many reductive versions of this list: attempts to show how one capacity is really the product of another, or accounts which claim that one is more important than the others. But, historically, the most significant definition of intelligence is what humans do. No other definition, however elegantly phrased or extensively researched, has a chance of standing up to this one. When we speak about advanced artificial intelligence, or ‘general’ artificial intelligence, this is what we mean. An intelligence which operates at the same level, and in much the same manner, as human intelligence.

This error infects all our reckonings with artificial intelligence. For example, despite never being used by serious AI researchers, the Turing Test remains the most widely understood way of thinking about the capabilities of AI in the public consciousness. It was proposed by Alan Turing in a 1950 paper, ‘Computing Machinery and Intelligence’. Turing thought that instead of questioning whether computers were truly intelligent, we could at least establish that they appeared intelligent. Turing called his method for doing this ‘the imitation game’: he imagined a set-up in which an interviewer interrogated two hidden interlocutors – one human, one machine – and tried to tell which was which. A machine was intelligent, according to this test, if it could successfully pass itself off as human in conversation. It is testament to our solipsistic way of thinking that this is still what we consider to be a benchmark for general artificial intelligence today.5

In fairness to Turing, his idea was a bit more complicated than that. He was less concerned with whether a machine could be intelligent than with whether we could imagine an intelligent machine – a crucial difference, and one which was of more use to his own thinking about how computers might develop. In his 1950 paper, he considered nine objections to the idea of general machine intelligence, all of which are still current today. These included the religious objection (machines have no soul, so cannot think); mathematical objections (per Gödel’s incompleteness theorems, no logical system can answer all possible questions); and physiological objections (the brain is not digital, but continuous, and true intelligence must share this quality).

Turing provided counter-arguments to each of these objections, many of which have also proved prescient. One of the most famous objections was posited by the very first computer programmer, Ada Lovelace, when she was working on Charles Babbage’s early computer design, the Analytical Engine, in the middle of the nineteenth century. Lovelace wrote that the Engine ‘has no pretensions to originate anything. It can do whatever we know how to order it to perform.’ Computers only do what you tell them to do, thus they can never be described as intelligent.

But Turing disagreed with Lovelace. He believed that, as technology progressed, it would be possible to design circuitry which could adapt itself to new inputs and thus new behaviours – a kind of ‘conditioned reflex’, similar to that of animals, leading to ‘learning’. He understood why Babbage and Lovelace hadn’t thought this likely, but by the middle of twentieth century it seemed quite possible: today, Turing’s prediction has indeed been realized. The machine-learning algorithms at work in everything from my self-driving car to chess machines, YouTube recommendations and online fraud protection, are examples of exactly the kind of machines that Lovelace said could not exist. (The argument concerning the immortal soul, on the other hand, is somewhat harder to adjudicate.)

Turing also profoundly disagreed with Lovelace’s view that ‘a machine can never take us by surprise’. On the contrary, Turing wrote, ‘Machines take me by surprise with great frequency’, usually because he had misunderstood their function, or calculated something wrongly. In such cases, he wondered, was the surprise ‘due to some creative mental act on my part’ – or did it ‘reflect credit on the machine’? Turing felt that this objection was a dead end as it led back to the question of consciousness – but he felt moved to emphasize that ‘the appreciation of something as surprising requires as much of a “creative mental act” whether the surprising event originates from a man, a book, a machine or anything else.’

In Turing’s argument, I hear more than a mere acknowledgement of the possibility of machine intelligence. First, his appreciation of it is also a recognition that human intelligence is not all that great. Turing describes his own thinking as ‘hurried, slipshod fashion, taking risks’, and it is this self-awareness that makes the machine’s behaviour so surprising. Here we find an intimation, at the very founding of the discipline of artificial intelligence, that machine intelligence is somehow different from human intelligence. Secondly, in placing his emphasis on the ‘creative mental act’ of interpreting the machine’s response, Turing touches upon something very interesting: the idea that perhaps intelligence doesn’t reside wholly inside the head or the machine, but somewhere in between – in the relationship between them.

We have always tended to think of intelligence as being ‘what humans do’ and also ‘what happens inside our head’. But in this early sketch of intelligent machines, Turing suggests something else: that intelligence might be multiple and relational: that it might take many different forms, and that it might exist between, rather than within, beings of all and diverse kinds.

The ongoing popularity of the Turing Test for artificial intelligence, a process which is deeply human-centric and individualized, shows that these kind of nuanced ideas about intelligence did not gain much traction.
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